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FOREWORD

This report describes part of a comprehensive and continving program of re-
search in multispectral remote sensing of envirenment from aircraft and satellites,
The research is being carried out for the NASA Manned Spacecraft Center, Houston,
Texas, by Willow Run Laboratories, a-unit of The University of ‘Michigan's Institute
of Science and Techhology. The basic objective of this program is to develop re-
mote sensing as a practical tool for obtaining extensive information guickly and

economically.’’

Recently, many new applications for remote sensing have been developed.
These include agricultural census-taking, detecting of diseased plants, urban land
studies, measurment of water depth, studies of air and water pollution, and general

_assessment of land-use patterns. However, extension of the application of rrec'og'r'{h 7
ﬁ-o'n techniques to areas other than those used to program the recognition processor
-are'necessary-to-make -operational survey systems a reality. The work reported
herein was directed toward the solution of the problem of extending recognition
techniques. ¥Four aspects of the work are discussed: (1) simulation of the system-
atic variations in multispectral data; (2) investigation of technigues for overcoming
systematic variations during recognition processing of multispectral data; {3) com-

parison of two different type of likelihood functions; and (4) -data collection itself.

The research covered in this report was performed under NASA Contract NAS
9-5784, Task C2. The program was directed by R. R. Legault, Associate Director
of Willow Run Laboratories, and J. D. Erickson, Principal Investigator and Head
of the Multispectral Analysis Section of the Laboratories. The Willow Run Lab-
oratories' number for this report is 31650-74-T.
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ABSTRACT

This report addresses the problem of extending the applicability of recognition-

- processing procedures for mulfisﬁe;:tx'ai scanner data from aveas and ¢onditions used
for programming the recognition computers to other data from different areas viewed
under different_merasufement conditions. The reflective spectral region (~0.3 to

3.0 um) is considered. A potential application of such techniques is in conducting

area SUrveys.

Work in three general areas is reported. The Vf‘:lrr..st is an examination, from a
physical basis, of the nature of sources of systematic variation in muitispectral
scanner radiafion signalé. Caleulations with an improved radiative transfer model
are used to examine the dependence of radiation quantities on a variety of parameters
and conditions of measurement. The second is an investigation of various techniques
for overcoming systematic variations in scanner data. One technique, preprocessing .
with a generalized-transformation, is-developed and applied successfully to a set of
data collected under- haiy cFOnéiEions to' i;emove variations associated with scan :
angle and to extend signatures from one altitude to another. The final study evaluates
the use of decision rules based upon empirical distributions of scanner signals
rather than upon the usually assumed multivariate normal (Gaussian) signal distribu-

tions. It is concluded that the normal assumption is justified and that the time
required by the increased complexity involved in implementing an empirical rule

could be better utilized in other ways.
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INFORMATION EXTRACTION TECHNIQUES FOR MULTISPECTRAL
SCANNER DATA

SUMMARY

- This report describes part of a comprehensive and continuing program to investigate re-

mote sensing of the environment from aircraft and satellites. The overall objective of this

-~ ‘multidisciplinary program at the Willow Run Laboratories of The University of Michigan is to

[develop Earth resources information systems (which use remote sensing} as practical tools to
provide the planner and decision maker with extensive mformatmn qulckly and economlcally
The major problem discussed in this report is the extonqwn of the application of recognition
techniques to areas other Lhan that have been used to progl am the recognition processor. This
problem must be solved to make operational area-survey systems a reality. Work on four aé-

pects of the problem is reported; the majority of our effort was directed toward the first two.

" Simulation of the systematic variations in multispectral scamer data was carried out by
means of our substantially improved radiative transfer model. These variations result from:
--(1)-changes in-measurement parameters such as scan angle: (2) the-presence of the atmosphere
and changes in its properties; and {3) changes in sun position associated with time of day, time
of year, latitude, and longitude. The model has been developed to the point that close agree-
ment is achieved between calculated and measured values of sky radiance under light haze con-
ditions {the only reliable data available that we can use to check the models). We believe that
we can model the atmospheric effects on radiance measurements under cloud-free or wniform
overcast conditions, and we have developed a reliable basic model upon which we can add re-
finements (e.g., the effects of scattered clouds). In order to model multispectral scanner data
more exactly, bidirectional reflectance functions for surface materials should be included in-

stead of the diffuse conditions that have been assumed to date.

Techniques were also investigated for overcoming systematic variations during recogni-
tion processing of multispectral scanner data. A pgeneralized version of earlier preprecessing
methods was developed and s;.lccessfully tested on a set of data collected under hazy conditions,
The procedure was used to eliminate the measurable variation of the data as a function of scan
angle. Although variations undoubtedly exist after correction, the intrafield and interfield vari-
ations masked the residval scan angle variations in the data set used for the testing, Bidirec-
tional reflectance properties of ground covers did not limit the correction to any measurable
extentAbecause the correction procedure has the inherent ability to remove an average bidirec-

tional reflectance function. This same correction procedure was used to extend signatures

1
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between different data sets, i.e., sets collected at two different altitudes. An alternative pro-
cedurce for sipnature extension shown to be less restriclive involves changing the likelihood

function parameters rather than {or in addition to} preprocessing the data.

we compared the nse of two different types of likelihood functions in a maximum likelihood
decision rute. Decisions were made on data subsets from individual fields with the use of de-
cision rules that assumed multivariate normal signal distributions and empirical histogram
signal distributions, respectively. Although the normal likelihood function does not exaclly
. g_i_escribe data collected by the multispectral scanner, its use does not seriously degrade recogni-

tion performance for data sots analyzed. Our tests show that removal of syslematic effects

will resull in greater improvements in recognition performance than those that can be obtained

by use of empirical likelihood functions. =, .

Data were collected for future analysis, development, and testing technigques for extending
recognition procedures. The flight lines were chosen so that problems associated with large

area survcys can be explored.
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INTRODUCTION AND ST;TEMENT OF PROBLEM
Remote sensing with multichannpel optical/mechanical scamers is a potential method for
obtaining area-survey information more rapidly, more accurately, more economically, and/or
more completely than is possible with methads currently in use, The desired information can
‘-be dexzived from recognition m::lpS (or their equivalents) produced by electronic computers de-
. signed or programmed lo perform_recoenition functions on data coliected by multispeciral scan-

ners.

. The essence of airborne and spacehorng remote sensing is discrimination, on the basis of
radiation received by the sensor, between various surface materials of interest and their back-
grounds. Because the radiation emanating from different materials has distinct spectral char-

‘acteristics, multispectral remnﬁe sensing technigues can make use of observations in more than

. one wavelength interval to discriminate between classes of materials,

Discrimination over large areas would be much simpler if the spectral radiance received
from a given ¢lass remained constant, but it does not. Throughout the day, the sun changes
position; the properties of the atmosphefic path change with viewing angle and position along the
flight line; and clouds come and go. Furthermore, the spectral reflectance properties of the

surface materials within any class are subj

ect to variation for physieal and/or biological
réasons. I

The major problem discussed in this report is extension of the application of recognition-
processing procedures for data from areas and conditions used for programming recognition
computers (i.e., to set the decision-rule parameters} to other data from different areas viewed
under different measurement conditions. In othér-words, the problem is to develop recognition
technijues that continue to obtain satisfactory recognition results when conditions change, with-
out complete reprograming of the recognition processor and without the costly ground observa-
tions that such reprograming requires, The term signature is frequently used to describe the
training-set statistics used for recognition, so the procedure of extending recognition-pro-

cessing techniyues is sometimes called signature extension.

The paragraphs that follow describe, generally, the problem, our approach, and the areas
in which we have concentrated our efforts. Sections 1.1 and 1,2 are more detailed. The first
presents and elaborates on our perspective or point of view for recognition studies. The sec-

ond summarizes the work accomplished during the reporting period,

We must consider the nature of the variations present in scanner signals in order to de-
sign methods to overcome their effects. In this report, we restrict ourselves to short-wave-
length signals in the spectral region of approximately 0.3 to 3.0 pm. We find variations asso-

clated with the sun position, the atmosphere, the materials being observed, and the scanner.

3
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A multivariate probability density function describes the distribution of incoming signals
from each class of material, and its shape is broadened by the presence of sources of both
random and systematic variations. Statistical decision rules are usually employed in recogni-
tion processing to account for the variations found in the multispectral scanner data; such rules
are most appropriate for random variations. These decision rules use approximations of the
signal- probability density function {i.e.,-likelibood functions), Therefore, the likelihood func-

tion is a logical choice to serve-as a focal point for studies of multispectral Vrg'cp_gmtlon.

The analysis and implementation of mu1t1spectral recognition techniques are relatively
~easy for samples of populations havm-g inu]twanate normal (Gaussmn} density functions.
"Optimal statistical decision rules then can be derived, based on maximum likelihood or rejated

principles. For recognition processing of multispectral scanner data, we usually assume that
the signals have multivariate normal distributions, even though our studies have shown that this
is not always the case. One possible reason for the non-normality of the data is the presence of
systematic variations, such as those associated with scan angle (i.e., asspciated with the length
of the atmospheric path and the viewing geometry). Experience bas shown that, when the scan
angle is ignored, the probability density functions of different material classes often overlap,

and poor recognition performance is achieved. L -

One way to improve recogmtxs)n performance dn such cases | is to define several subcrlassr% s, ,
to represent different scan angle intervals of each class of matcrlal This approach can lead
to many training sets and increased processing requirements. An alternative approach, which
we have been pursuing, is {0 preprocess or transform the data to remove the systematic varia-
tions before applying the recognition rules. In general, both multiplicative and additive adjust-

ments must be made on the data as continuous functions of scan angle.

In addition to the scan angle or cross-irack dimension ol image data, we should also con-
sider the along-track dimension. Slow changes may occur in the properties of the atmosphere
along an extended flight path. Even if the atmosphere were to remain constant, changes in the
position of the sun would result in changes in the received signal characteristics. The approaches
used to make sean angle corrections in the across-track dimension can be adapted to carry out
continuous along-track correctiens. In addition, one might use feedback from the recognition
results to modify the preprocessor characteristics to extend the initial training-set dafa in time

and space away [rom the areas used for training.

Continuous fiight data might not always be available for computation of along-track correc-
tions. In that case, one must resort to a discrete or discontinuous correction, such as in a flight-
to-flight or day-to-day processing situation. The generalized preprocessing transformation

described here provides a mechanism for making corrections to link two data sets. The trans-
formation can use information about the similarity of material samples observed in both data

sets or can make use of auxiliary information, or both.
4



- WILLOW RUN LABORATORIES

A preprocessing operation transforms all signals in exactly the same way, regardless of
their material class, Therefore, preprocessing is an efficient operation for computation. If
all materials do not have exactly the same dependence on the parameter controlling the pre-
processing (e.g., the scan angle), then the correction function fepresents an average Correc-
tion which minimizes a selected error criterion associated with the sample population used to

generate the correction function.

Preprocessind might not he the mdst‘effective way to account for the variation associated
parameter, Alter natwely, then, one could ad;ust the statistical decision-rule parameters in-

dependently for each material, as a function of the parameter.

For processing based on the multivariate normal assumption, the mean vectors and co-
variance matrices of the materials are the decision- rule parameters of interest. The mean
vector is the more important of the two, and its adjustment has received most of the attention
to date. In the most general case, adjustments of the covariance matrices should also be con-
sidered. The relative magnitudes of system noise and radiation signal variance will aifect

whether or not we adjust covariances and the best method to use for the adjustment.

Insight into the physical processes that result in the observed radiation signals and the sig-

nals' dependence on.various factors canbe gained through the use of simulation models, Thebasic

- .meodel requmed is one which describes radiative transfer processes within and through Earth's |

atmosphere Other models of the sensors, the data processors, and the target materials
complete the overall system model. The simulation model is particularly useful in explaining

and characterizing systematic variations in scanner data.

1.1, PERSPECTIVE - : - - .- -

In classification or recognition processing of multispectral scanner data, a decision is made
regarding which of several possible classes of ground surface materials was observed in each
spatial resolution element. When material class, m, is ohserved, the primary sensor (the
multispectral scanner) produces a signal vector, x. Other signal vectors (a, b, and ¢) from
auxiliary sources may be introduced to augment the primary signals, The decision process is
best described with likelihood functions; therefore, likelihood functions are used as the focal

point for our discussion of all steps in the recognition process.

At this point, we shall consider only the primary scanner signal vector, x. The likelihood
function, I{x|m), is mathematically identical to the probability density function, p(x|m), of the
n-channel signal vector, x = Xppoo o s X conditional on material class, m; i.e., L{xlm) = plx[m).
Conventionally, when the probability density function is considered, m is regarded as fixed and
X'is regarded as variable. When the likelihood function is considered, x is regarded as fixed and
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m is regarded as variable. While acknowledging this distinction, we use the symbol p to pre-

serve a single notation and use the terms likelihood and conditional density interchangeably.

1.1.1. SIGNALS AND MEASUREMENT PARAMETERS; MEASUREMENT CONDITIONS
’ AND AUXILIARY INFORMATION -

A remote sensing instrument measures the radiation figld that reaches it from the scene

‘being viewed. The intensity of the measured radiation depends on several measurement pa-

rameters (wavelength; spatial dimensions, polarization; and time), over which the operator has

“contrs), and on the prevailing measurement conditions (surface weather; atmosphere constituent,

distribution; sun position; and cloud distribution), over which he has little or no-control.

Of necessity, the measuring instrument samples the continuous domain of the measurement
parameters. For example, every sensor has a specific wavelength passband(s), a restricted
field of view, a direction of view, a definite polarization characteristic, and a definite inferval
of.time aver which a measurement is made. One general problem in remote sensing is choice
of the proper sampling scheme {i.e., designing the sensor and the data collection procedures)
to alow the desired discrimination between signals from different scene materials to-be carried

out most effectively

" in mulllbpectral remote sensmg, both thh cameras and optu,al/mechamcal scanners,
samphng in the spectral parameter domam has been unplementeo in discréte wavelcﬁéftﬂ ﬁéss-
bands, i.e., spectral channels. Ideally, these passbands should be chosen to maximize the

differences between the signals received [rom various materials on the ground.

In the spatial domain, the scanner has an optical aperture function and electrical filters
which limit the spatial frequencies represented by the sigﬁals. Furthermore, each scanner
scene is imaged from a fixed line in space, s¢ that the observation geometry varies continuously
as a function of scan angle. The direction of scan relative to the sun's azimuth position and to

the sensor altitude also is an important spatial measurement parameter,

The polarization parameter usually has been ignored in remote sensing applications, but
might be used more in the future to minimize the effects of specular reflections or to take ad-
vantage of certain physical effects.

Time is a measurement parameter insofar as the starting time, and thus, the initial mea-
surement conditions, of a collection mission can be selected. However, once a mission has he-
gun, changes in measurement conditions linked to time are uncontrollable even though they
might be predictable (e.g., the position of the sun).

Two conditions of measurement which effect the amount, spectrum, and spatial distribution
of the radiation that reaches the ground surface are the distribution of atmospheric constituents

(e.z., haze particles) and the distribution of clouds. The reflecting properties of surface ma-

6
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terials depend in part on the surface weather conditions {e.g., temperature, humidity, wind speed

and direction, and recent precipitation history).

If information about the conditions of measurement is to be used in recognition processing,
it must be received through auxiliary information channels. This auxiliary information might
come from special processing of signals received from the prime sensor, from an auxiliary

sensor aboard the sensor platform, or from ground-based instrumentation and observations.

We have identified the likelihood function as the key to an understanding of recognition pro-
cessing. Likelihpod functions may be made simple or complex, according to the number and
combination of channels considered. These channels may include both the primary signal chan-

nels (the multispectral scanner outputs) and the auxiliary signal chamnels, or their subsets,

When no auxiliary, information is being used, p(x|m) is the likelihood function. In most rec-
ognition-processing operalions, training sets of data are used to obtain émpirical estimates of
the likelihood function for each élass of material. If the conditions which prevailed during the
collection period were relatively constant, the estimated density functions will be concentrated
in relatively small regions in signal space (i.e., x space), and decision rules based on them can
be succe-_ssfuny applied to data observed under similar conditions, The densitly }xtnc-tion esti-
mated under these relatively constant conditions is not actually plx | m), the density function over
all.measurement conditions. Rather, it is the density of x, given both m and the-specific con-
ditions of measurement, p(x|m plus the specific measurement conditions). The overall density
function would be more spread out in signal space and, if applied in recognit'ion processing,

would result in increased numbers of errors.

When auxillary information is used, the definition of the likelikood function is expanded to

include the additional signal channels. For example, the likelihood function might become

-

px, a, b, ¢[m)

where x = the signal vector from the multispectral scanner, a function of wavelength, space, po-

larization, and time

a = a signal vector from auxiliary radiation sensors carried on the aircraft (e.g., sun
Sensor}
b = a vector to describe the measurement conditions, i.e., information from sources other

than those on the aircraft (e.g., weather observations and ground-based measurements)
and/or from estimates based on airborne measurements

¢ = a vector of measurements (or calculated estimates) of the solar geometry and the
viewing geometry

m = the class of material present
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The expanded signal space now has dimensions equal to the sum of the dimensions of the
vectors x, &, b, and c. When the data from training sets are taken over the expected variety '
of measurement conditions, the projection or marginal distribulion of the cluster of observa-
tions from any particular class of material onte the x-signal space will be spread out, as illus-
trated by the x-axls projection of Fig. 1. In the expanded signal space, the cluster of observa-
tion occcupies a much smaller fraction of the total volume, thereby improving chances of dis-
crimination. For example, joint use of the auxiliary inpui, a, permits one to narrow the region

in x space, where the projected observations cluster for any given measurement condition, g

" The choice of auxiliary inputs for use in recognition processing will depend upon how easily
the _inputs can be measured and upon how well they represent those measurement conditions
which produce the greatest variability in the primary scanner signals. The chance of making
good choices [or auxiliary inputs will he improved by development of a better understanding of
the dependencies of both the multispectral scanner signals and the possible auxiliary signals on
the variation of the measurement conditions,

In summary, the problem is to extend the applicatior_l of recognition- processing rules over
a variety of nieasurement_ parameter_‘sgraadkco?ﬁditions. The _empirical use of auxiliary informa-
tion for this purpose consists of adding infofmatién related to the conditions of measurement to
the signal space and estimating the parameters of the likelihood function, Estimations are based
on training data drawn from a variety of measurement conditions, Relationships de\;eloped T
through theoretical modeling and analyses can be used to augment, structure, or replace the

empirical procedures.

1.1.2, DECISION RULES .

Without discussing the details of decision rules, it is sufficient to say that optimum rules
are rules that depend on the likelihood function of the original or a transformed version of the
signals. We can implement a practical recognition processor by: (1) choosing a convenient
mathematical form with which to approximate the true likelihood function for each material
class; (2) using a training set of the signal data, and corresponding data on measurement con-
ditions, to estimate the parameters of this mathematical form fotr each material class; (3) cal-
culating the likelihood of each input sample for each material class, using the approximate
form with its estimated parameters; and (4) deciding to which ¢lass the point should be assigned
based on a criterion function of the likelihoods. A practical processor mustaccept and process
signals with statistics described by the true likelihood function, even though the processor classi-

fies signals based on some approximation to the true likelihood function.

The multivariate normal density function is commonly chosen to approximate the likelihood
. function. The parameters of this form are the mean vector and covariance matrix, and its im-

plementation in recognition processing requires only the calculation of a quadratic form. In
8
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spite of these advantages, the multivariate normal approximation is merely an assumption, the
validity of which is subject to test. The average probability of misclassification is a convenient
criterion for deciding whether to use the multivariate normal approximation, some higher-order

approximation, or, possibly, some simpler form,

Bystematic trends in muitispectral data resulf in large variances and covariances for vari-
ous classes of materials, In addition, they can cause the.multivariale density functions to de-
——part_from a normal form. We can remove the effects of systematic trends in the data by _
changing the parameters of the likelihood function according to changes in auxiliary informatioﬁ

.signals and/or measurement parameters. Alternatively, the average effect of the systematie
trends on the means of signals can be removed by preprocessing the data, again as a function

of the auxiliary signals and/or measurement parameters of the prime signal channels.

1.1.3. PREPROCESSING TRANSFORMATIONS

Preprocessing has several advantages, even thourh it is not the most accurate method of
accounting for systematic variations in signals. First, preprocessing is efficient because only
one set of corrections is applied io the data. Second, preprocessing separates the correction
process from the decision process. Finally, pre-processing is a proven technique;.its usaful-
ness has been demonstrated for several applications in feasibility studies carried out at The

.~ - University of Michigan. - T TP

There are several reasons for implementing preprocessing transformations. These include:
{1) decreasing the time of digital recognition computations and/or reducing the complexity of
analog computing hardware by reducing the number of information channels used in decision cal-
culations; (2) removing systematic variations from the data and thereby improving recognition:
and (3) producing variables that are more directly interpretable in terms of the physical pro-
cesses being observed, In pattern-recognition literature, feature extraction is frequently

used to describe some of these functions,

1.1.4, SYSTEM MODELING

Although the procedures described above might be approached from a purely empirical
basis, we believe that a balanced program of empirical and theoretical studies provides the
most reasonable approach to defining future remote sensing systems because the two types
complement each other and permit more efficient and effective use ol developmental resources.
Such a program would use a model for simulating the entire system from the generation of
radiation signals through recognition processing, The éccuracy required of the model can vary,
depending on the type of system being studied and other factors.

An overall system model serves several functions. It provides a mechanism for gaining
a greater understanding of the physical nature of the problem being studied. For example, it
10
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A

permits one to perform studies to determine the sensitivity of received signals or recognition
performance to changes in the conditions or parameters of measurement. This type of informa-
tion can be useful in the design of sensors and processors, and in the evaluation of operational
system concepts. Finally, the system maodel can be used for testing and evamating empirical

techniques by simulating scanner sigrals and suggesting modifications of these techniques.

1.2, SUMMARY OF WORK-PERFORMED DURING THE YEAR o

During the past year of the contract period, progress has been made toward understanding
and solving the problems of improving multispectral recognition performance and extending
the applicability of recognition procedures beyond areas used {c progi‘am (i‘.e., fo ‘set the de-

cision rule parameters of) the recognition computers.

Work in four areas is reported herein: (1) simulation of the physical processes that pro-
duce the radiance signals sensed by a multispectral scanner and examination of the systematic
variations in these signals; (2) investigation of technigues for overcoming the effects of these
systematic variations during recognition processing operations, including a generalized de-
velopment and application of a generalized preprocéssing transformation; (3) "completion of an
mvesﬁgatmn (begun last year) of the suitability of the multivariate normal likelihood function

Eor recogmtmn demsmn rules and (4) collectmn of multispectral dafa for future analysis and

,....4..--

testmg of processmg techmques in an oper at:onal area-survey context. ’ o e

1.2.1, SIMULATION AND EXAMINATION OF SYSTEMATIC VARIATIONS IN DATA

During the past year, we have improved and used a radiative transfer mode)] which char-
acterizes the spatial, spectral, and temporal distribution of electromawnehc radiation on
Earth's atmosphere. (The initial development of the mode] is described in Ref. [1].) Since we
are primarily concerned with radiation in the visible and near infrared pertion of the electro-
magnetic spectrum, we have neglected absorption. For this model, the atmosphere is assumed
to be plane-parallel, homogeneous, and bounded by a uniform, perfectly diffuse surface. Simi-
lar models of radiative transfer through planetary atmospheres have been devised by other
authors but their models usually suffer from one or more of the following restrictions: (1) an
atmospheric state that is highly idealized and not representative of realistic conditions' (2) a
radiation field that is determined only at the extremities of an atmosphere; and (3) surface re-

flectance conditions that are not realistic.

Our moadel has removed the first restriction by taking into consideration quantitatively the
haze content of the atmosphere. We can calculate the spectral transmittance, spectral irra-
diance, and spectral radiance in any hazy or clear atmosphere for which a relationship between
optical depth and altitude for each wavelength can be specified. We have eliminated the second
restriction by finding a simple solution of the radiative transfer equation for radiance within

11
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the atmosphere. Thus, our model can be used to calculate irradiance and radiance at any aiti-

tude in the atmosphere.

In calculations of the radiometric quantities, irradiance, sky radiance, and path radiance,
one usually assumes a surface albedo independent of wavelength. In our model we consider a -
_spectrally dependent surface albedo. Although at the present time, we do not include bidirec-

tional reflectance in the model, such an effect will be included later.

Ome of our major innovations this year has been the inclusion of time as an independent
parameter. We can now simulate actual flight conditions, taking into consideration the change
in the solar zenith angle and the position of the sensor over the surface. By analyzing com-
puter-generated graphs of radiance and irradiance, we can optimize {light conditions for the
least amount of atmospheric variability, thereby reducing the burden on the processing system.

Varietics of graphs have been produced and are presented in Section 2.

The graphs were selected to demonstrate the systematiﬁ variations present in scanner data
and to illustrate the dependence of radiation guantities, such- as transmittance, irradiance, total |
radiance, path radiance, and sky radiance, on a variety of parameters and conditions of mea-
surement. The ultimate goal is to help develop Mp_r_oce:_ssir}-g techniques that are insensitive to
systematic variations. The measurement parameters considered include wavelength, scan angle,
. azimuth angle relative to the sun, altitude, time of day, time of year, lalitude, and Jongitude. .__ .
Measurement cond.itioné—.wg;ed'varied primarily bg:rlc'hanging tﬁe hazé coﬁtent and distribution in
the atmosphere; various standardized atmospheres, labeled according to their horizontal visual
range at ground level, were used for most of the calculations, Time was also varied to simulate
the changes in date that result when data are collected over a period of time, as in an area-survey

operation.

A question which has not been answered satisfactorily in remote sensing problems is the
degree to which one surface element affects a neighboring element. In a haze, there is con-
siderable scattering of radiation, and analysis of experimental data does seem to show an in-
fluence of one element on another. A partial solution to this rather difficult mathematical prob-
lem has been given in Section 2.3.3, in which single scattering in a haze is considered. An

empirical method of data correction is described in Section 3.1.4.

The verification of the radiative transfer model depends, of course, on how well it agrees
with experimental data. Well defined experiments with simple, geometrical and physical con-
ditions, for which this model is applicable, are not always available, and thereforc only partial
verification of the model is possible., Nevertheless, as the computer-generated plots in this
report show, the agreement between the model and exact calculations and experimental sky-
radiance data under clear conditions is very good. Any deviation between model calculations

and experimental data can be attributed to: (1) approximations used in the development of the

12
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model: {2) inability to specify accurately the parameters used in the model; or (3) idealized

surface conditions,

A simple radiative transier model which includes multiple scattering in a hazy atmosphere
has been developed and tested with a limited amount of actual experimental data, Furthermore,
the model has been used to simulate flight conditions and to study preprocessing transforma-
tions, For the most comprehensive model, one should include discrete clouds, absorption, and

*" a non<Lambertian surface. - L e -

1,2.2. INVESTIGATION OF TECHNIQUES FOR OVERCOMING SYSTEMATIC VARIATIONS

Simulation of the type described in the preceding section and examination of real scanner
data have both shown that there are systematic variations in data that degrade recognition per-

formance. We have studied methods for overcoming these variations in recognition processing,

Major emphasis during the vear was on generalization of some of the preprocessing trans-
formations that had been developed and tested earlier. A generalized transformation, called
the U-V transformation, was developed; it applies both additive and multiplicative corrections
" to scanner data. Section 3.1 describes the transformation and Section 4 presenms results of its
épplication to real and simulated scanner data~ The transformation was applied to a data set
collected under very hazy conditions, first to correct for scan angle effects and then to extend
" “décision-rule parameters for datacollected ffom a 1000-[t altitude to data collecfed from 50007
ft. The scan angle correction is continuous, whereas the altitude correction is discrete or dis-
continuous. Both can be classed as one-dimensional corrections. Two-dimensional corrections

are discussed in Section 3.1.3.

Another type of preprocessing, discussed in Section 3.1.4, is a2 method for removing the
effects on the radiance signals of differences between the reflectances of the observed surface
elements and those adjoining it through coupling by the atmosphere. The method can be re-

lated to the modeling effort mentioned in the previous section.

In Section 3.2, we consider, as an alternative to preprocessing, the adjustment of decision-
rule parameters rather than the transiormation of input data. The alternative approach has

several potential advantages which are discussed.

The fina) presentation in Section 3 is of supporting analysis of interdependencies of radia-
tion gquantities related to sensor outputs. In other words, Section 3.3 presents results of radia-
tive transfer- model calculations in ways that make clear interdependenceis such as: (1) total
downward irradiance at any altitude versus that at the surface; and (2) the path radiance as a

function of fime of day versus the corresponding total received radiance.

13
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1.2.3. INVESTIGATION INTO THE SUITABILITY OF THE NORMAL LIKELIHOOD FUNC-
TION FOR DECISION RULES '

Likelihood functions are used in classification decision (i.e., recognition) processes on
multispeciral scanner data. These functions are usually represented by a multivariate normal
{Gaussian) density fonction, the statistical parameters of which are defermined for the various
decision classes from subsets of the data. Last year, tests were made of the normality of sub-

_.sets of data corresponding to single fields, and all were found to be non-normal, This year, the
question of hoiv much might be gained by use of a processing rule that does not assume multi-

. variate normality' was investigated. A comparison of two maximum likelihood decision rules
was made on the basis of paired receiver operating characteristic curves, one curve for a de-
cision rule based on a multivariate normal density function and the other {for an empirical
histogram density function. An operating characteristic curve is a plot of Type I versus Type II
errors {probability of miss versus false alarm), We conclude that, for the cases considered,
the improvement in performance resulting from using the histogram likelihood function is not
sufficient to warrant the added complexity in processing and the development work necessary

to implement it. X

1.2.4. DATA-COLLECTION MISSIONS PERFORMED -

One primary and two secohdary data-collection missions were flown during the summer of
1971 i6 ‘ohfais mulfispectial Scanner data for fature use in the testing and continued development ~
of processing techniques to overcome the systematic trends introduced into scanner data by the
atmosphere, sun position, and scan geometry during area survey operations. The test site is

located in Ingham County, Michigan.

14
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2
EXAMINATION OF SYSTEMATIC VARIATIONS
IN MULTISPECTRAL SCANNER RADIATION SIGNALS BY SIMULATION
As seen on 2 global scale, a number of factors can affect the radiation from a given field

- — —point-that-is incident upon an airborne or spacecraft remote sensing device.. These factors are -

as follows for reflected radiation (~0.3-3.0 pm):
{1} Astronomical Factors - -

{a) The solar emission spectrum in a given wavelength interval
{p) Variable sun-earth distance (time of year)
(¢c) Variation in solar declination angle (time of year)

{d} Variation of hour angle of sun (fime of day)
(2) Geographical Factors

(a) Latitude of field point ~ 7
() Longitude of field point
"{¢) Elevation {above sea level) of field point

(2) Solar zenith angle

(b} Solar azimuth angle

(c) Zenith angle of surface normal

(d) Azimuth of surface normal relative to solar azimuth -
(e) Altitude of sensor

{f} View angles of sensor to surface element
(4) Physical Factors

{a) Attenuation and scattering by atmospheric gases
(1) Temperature versus altitude
(2) Pressure versus altitude
(2) Relative humidity versus altitude
{4) Ozone density versus altitude

(b) Attenuation and scattering by atmospheric aerosol particles
{1} Aerosol particle density versus altitude
(2) Aerosol particle size distribution

(3) Relative humidity versus altitude
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{c) Cloudiness of sky
(d) Surface reflectance

Some of the factors can significantly affect the radiance, whereas other factors have only
a small influence on the radiance received by a sensor. The overall effect on remote sensing
is that Earth’s almosphere can seriously and systematically alter the intrinsic and observed

radiation of surface objects._ Hence, we need to gain an understanding of these phenomena and to

| de.velc)p methods to correct the received radiance for the systematic variations caused by the
atmosphere or account for these variations in recognition processing. A radiative transfer
model of the atmosphere is an important tool in the process of developing this understanding.
It can be used to simulate mean radiance signals for multispectral scanners and to study
parametrically the dependence of radiation guantities on the parameters and conditions of

measurement.

2.1. THE RADIATIVE TRANSFER MODEL

A radiative transier model has been developed for remote sensing studies. A detailed
_description of it is presented in a technical report produced last vear under this contract {-1}
and in The University of Michigan Engineering Summer Conference Notes [2]. In this section,
the key aspects of the mode] are noted, the improvements. made in the-model during the past
year dis;:ussed, and a verification of the model is made by comparison with egperimental

measurements.

2.1.1. ASPECTS OF THE MOLEL '
The important aspects 6f a radiative transfer modél, briefly summarized in this section,

are reviewed in more detail in Appendix I. The reader also may wish to refer to Appendix TV.

In radiative transfer theory, the most fundamental radiometric quantity is the spectral
radiance for a particular state of polarization. Ina vacuum, spectral radiance is invariant
with changes in distance. However, when traversing a medium, radiation is attenuated as a
result of its electromagnetic interactions with the particles that compose the medium. In the
visible and near-infrared regions of the electromagnetic spectrum, only. (elastic) Rayleigh
scattering by atoms and molecules and (inelastic) Mie scattering by aerosol particles are

important as far as remote sensing applications are concerned.

The scattering by aerosol particles is highly anisotropic and accounts for most of the
scattering occurring in hazy atmospheres. The calculation of radiative transfer through an
anisotropic medium is a difficult problem because one must use or approximate the highly
anisotropic scattering phase function that describes the way that radiation is distributed fol-

Jowing a single scattering.
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One quantity of great importance in estimating the scattering or absorbing properties of a

medium and in interpreting the results of calculations is the optical depth, 7, defined as:

T =SK(Z)dz _ o3
h

where h is some base altitude above sea level, and k is the extinction coefficient for the par~

ticular polydispersion of aerosol particles.

Another important parameter, viSibility or visual range, is frequently used to describe the
atmospheric state. Following the convention of Koschmieder [3], the visual range, V is defined
as that horizontal range at which.the visual contrast between a black object and the sky horizon -
reaches 29%.. In our model calculations, V designates particular atmosphere profiles that have
been identified by Elterman [4] . A theoretical, hazeless atmosphere has a visual range of
336 km. Elterman identifies an atmosphere with V = 23 km as a typical clear atmosphere
bordering on one with a light haze. The transition between a dense haze and a fog is usually

" taken to be V = 1.2 km. ' '

The spectral* radiance, L(7, p, ¢}, received by a sensor in an aireraft or spacecraft which
is viewing Earth's surface is givén by the following very.simple formula:

Lir, &, #) = Lili, $)T(r, 1) + Lplr, i, 6) (2)

where 7T = the optical depth
1 = the cosine of the view angle

¢ = the azimuthal angle

LI(;L, &) is the intrinsic spectral radiance at Earth's surface and is given by:

27

Lotk 61 =
0

1
g#'P'(#, $, ~u', @' Mlry, ~u', @')dp’dd’ (3)
0

where p'(it, ¢, -u', ¢'} is the bidirectional spectral reflectance function of the surface, and

¥ A1l physical quantities described in this section are spectral in nature, but, for simplicity,
the notation does not show this dependence explicitly.
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L(Tg, -u', ¢') is the total {diffuse plus solar) spectral radiance at the surface. For the special
case of a perfectly diffuse (Lambertian) surface, p'{y, ¢, -u', @'} is independent of direction,

and we have

| = 2 E - ' 4
Llu, ) =2 E (1)) = 1, - 4)
where p is the hémisphericéﬁ%}iéc‘:trg.l reflectance ;)-r‘z:lhédo,uana_ E_(r(;.) is the total downward
spectral irradiance on the surface. Hence, In this particular case, the intrinsic radiance is

independent of direction.

The quantity T(z, i) is called the spectral transmittance and is given by

T(r, 1) = e 70 “TW n : ' : (5}

LP(,—, i, $), the last guantity in Eq.(2), is the spectral path radiance, i.e., that radlance

which results from the multiple scattering of nontarget radiation into the sensor's field of view.

To help understand variations in radiance-caused by the atmosphere, we use the radiative
transfer model to calculate transmittance, irradiance, and total path radiances as functions of ™

the parameters on which they depend:~-. .+ - -~ v o csrmsTais e e e LeF T eonmmner

2.1.2, MODEL IMPROVEMENTS DURING THE PAST YEAR
Several significant improvements have been made in the radiative transfer model during

the past year. The following changes result in increased reliability and accuracy of our model:

(1) We have included time as an independent parameter in our analysis so that we can
now caleulate spectral irradiance, spectral path radiance, spectral sky radiance,
and total spectral radiance in terms of local standard time and location on Earth's

surface.

{2) Instead of using approximations to the singie—scattering phase f\inctions, we now usel
the exact phase functions, as calculated according to Mie scattering theory, and
realistic particle size distribution functions, as determined by Deirmendjian [5]. Using
these general polydisperse phase functions in Eqs.(72) and {73) in Appendix [, we have
caleulated path and sky radiances and compared the results with other computational
techniques and with experimental data. As we have already seen, the general agree-
ment is quite good.

(3} A correction term, which accounts for a more realistic boundary condition for a diffuse

{Lambertian) surface, was included in the formulas for irradiance and radiance.
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{4) Some work has been done on a large scale plotting program. One of the advantages of
this program, aside from its utility in the production of useful plots, is that we can
now interpolate in altitude, wavelength, and visual range. Hence, we are no longer

restricted to discrete data points.

{5) In order to examine the effect which one surface element has on a neighboring element,

we have had to consider the two-dimensional radiative transfer problem. The complete

¢ = —-r. _ - problem of multiple scattering in the two-dimensional situation is gquite complicated

mathematically, but it can be simplified somewhat by consideration of single scattering

only. In Section 2.3.3, we present the analysis for solving this simplified problem.

2.1.3. VERIFICATION OF THE MODEL

"The ultimate validity of any model of the physical world lies in its agreement with experi-
mental data. Unfortunately, there are very few experimental determinations of irradiances and
path and sky radiances for which a specification of all the boundary condilions is given. How-

ever, there are some comparisons that we can make.

" Making use of Mie scattering theory a_nd a knowledge of particle size distributions for
typical aerosols, Deirmendjian [ 5] has calculated scattering phase functions for several wave-
lengths and aerosol types. These theoretically exact phase functions were used in the radiative
transfer eqﬁations (Eqs. {60} and (61} of Appendix I) to calculate the path and sky radiances for
atmospheric conditions under which Ivanov [6]measured sky radiances for six wavelengths
from 0.40 pm to 0.70 pm at every 15°, in planes coincident with, and at angles of 45° and 90°
to, the solar plane. The atmosphere was free of clouds and the optical depth of the atmosphere
also was measured at each wavelength. The surface of Earth was said to be composed of
Herbage; however, our calculations were made for: several different values of the surface albedo.
Figures 2 through 6 illustrate how well our model calculations agree with the experimental
data. In all cases, the shapes of the theoretical curves agree quite well with those of the
experimental data. The reflectance (albedo) necessary to cause each pair of curves to match
at a zenith angle of 0° {arbitrarily selected) was determined. Using these values, we drew a
derived spectral reflectance curve for this particular surface for comparison with reflectance
curves for standard surfaces. Figure 7 shows two reflectance curves, one derived in the man-
ner just described and the other representiﬁg the mean of the reflectance curves for green
vegetation that are present in ERSIS, the Earth Resources Spectral Information System that

"has been developed for NASA under this contract { 7]. Except for one wavelength, the shapes
of the curves are similar. The differences in magnitude might be caused by any one of several
reasons: (1) some atmospheric absorption has taken place and absorption is not included in
the model:; (2) the actual surface is not well described by the mean curve for vegetation; or

{3) we arbitrarily chose a scan angle of zero degrees for a matching point, and another choice
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would bring the reflectance curves into closer agreement. On the whole, however, our model

does show very good agreement with the limited amount of data available, at least as far as

the angular dependence of sky radiance is concerned. We find good agreement for atmospheres
with low haze content; additional confirmation is still needed for atmospheres with high haze

- content. Comparisons with multispectral scanner radiance data have becn less successful to

date because the maodel does not include bidirectional reflectance effects.

As an additional illustration of the general validity of our atmospheric radiation model,
we can compare our sky radiances with those computed by Coulson et al. f 8] using the results
of Chandrasekhar’s theory [2]. This comparison is shown in Figs. 8 through 12 {for a Rayleigh
atmosphere). Figures 8 and 9 illustrate the sky radiance in and perpendicular to the solar plane,
respectively, for a solar zenith angle of ~37% and Fig. 10 shows the sky radiance [or a solar
zenith angle of 0°. In all cases, the agreement is excellent although there is some deviation

in the case of an extremely large solar zenith angle of ~B492,

2.2. RESULTS OF CALCULATIONS
In our radiative transfer model, the transmittance, irradiance, and radiance have the follow-

—i—ng {Tmbti_onail dependences:

T =Tih, 8,2, V) {6)
E = E(h, 8, AV, p) {7)
L=L1(h, 042, V,p, 0, 0) (8)

where h is the altitude in km, & is the nadir or zenith scan angle, ¢ is the azimuthal angle be-
tween the scan plane and the solar plane, A is the wavelength of the radiation, V is the visual

~ range in km, 80 iz the solar zenith angle, and p is the hemispherical reflectance or albedo.
Tmplicitly, irradiance and radiance also depend on time of day and year and on location over the

Earth's surface, i.e.,
L]

8g = 0,4t d, latitude, longitude) @)

0
where t is the local solar time (hours) and d is the day of the year.

Overcoming the variation of sensor radiation signals with respect to all the parameters
listed above constitutes the main problem in extending recognition performance. Perhaps the

greatest variations are the results of changes in scan angle, visual range, and time of day.

The remainder of this section presents results of calculations made for a variety of values
for each parameter listed. Additional results are presented in the reprint that is included as
Appendix IV. For example, the reprint contains both a discussion of contrast transmittance and
a number of graphs that illustrate its dependence on a variety of parameters. Methods for

overcoming systematic variations during recognition processing are discussed in Section 3.

22



WILLOW RUN LABORATORIES

50

40 Model
Reflectance
&
O 30}
Z
<
=
02
= 20
5]
4
10

(:‘1re en Vegetation

0 I |

0.4 0.5 0.6 0.1

WAVELENGTH (um)

FIGURE 7. COMPARISON OF REFLECTANCE
CURVES — FROM MODEL CALCULATIONS
AND ERSIS DATA

17.5 — - .
— Radiative Transfer Model

o Exact Calculations

[y
cn

12,5

-t
L=

Surface Albedo = 80g

-]
wn

Surface Albedo = 259,

wn

SKY RADIANCE (mW/cm’- sr-pm)
8
(1]

0 Surface Albedo = 09
-80 -60-40-20 0 20 40 60 80

SCAN ANGLE (©)

FIGURE 8. DEPENDENCE OF SKY RADIANCE
ON SCAN ANGLE (IN THE SOLAR PLANE),
SOLAR ZENITH ANGLE = 36.9%. Visual

range = 336 km; wavelength = 0.546 pm.

23




WILLOW RUN LABORATORIES

15 — Radiative Transfer Model
--« Exact Calculations
12.5 '
10t
Surface Albedo = 807,
7.5 - \

Surface Albedo = 25,

2.5L . . L/f///

Surface Albedo = 09

SKY RADIANCE (mW/cm®-sr-um)

0

0 10 20 30 40 50 60 770 BO
SCAN ANGLE (9)

FIGURE 9. DEPENDENCE OF SKY RADIANCE
ON SCAN ANGLE {(PERPENDICULAR TO THE
.SOLAR PLANE); SOLAR ZENITH ANGLE =
36.9°. Visual range = 336 km; wavelength =

0.546 ym.
15 —TRadiative Transfer Model
"E'“ ++e Exact Calculations
T o125
Lo
4]
N‘
g 10 Surface Albedo = 800, —
~
E 7.5 Surface Albedo = 257,
&3]
>
5
&
<
BRo25
E Surface Albedo = 04,
0

O 10 20 30 40 50 60 70 80
SCAN ANGLE (©)
FIGURE 10. DEPENDENCE OF SKY RADI-
ANCE ON SCAN ANGLE (IN THE SOLAR
PLANE):; SOLAR ZENITH ANGLE =0°. Visval
range = 336 km; wavelength = 0.546 pm.

24

"3 e e R G

T R R A

LR DT BTG (W IS R



WILLOW RUN LABORATORIES

[y
(=]

—Radiative Transfer Model
= Exact Calculations

SKY RADIANCE (mW/cmz-sr- um)

(= N F T - - - - . ]

-80 -60-40-20 © 20 40 B0 80
SCAN ANGLE (©)

FIGURE 11. DEPENDENCE OF SKY RADI- -
ANCE ON SCAN ANGLE (IN THE SOLAR
PLANE); SOLAR ZENITH ANGLE = 84.3°,
Surface albedo = 25%,; visual range = 336 km;
wavelength = 0.546 pm.

i
|

— Radiative Transfer Model
4.5 » Exact Calculations

4
3.5
3.0
2.5
2.0
1.5

1
0.5

SKY RADIANCE {mW-cm2-sr-pm)

0
¢ 10 20 30 40 50 60 70 80
SCAN ANGLE (9)

FIGURE 12. DEPENDENCE QF SKY RADI-
ANCE ON SCAN ANGLE (PERPENDICULAR
TO THE SOLAR PLANE}; SOLAR ZENITH
ANGLE = 84,39, Visual range = 336 km;
wavelength = 0,546 um; surface albedo = 25%,.

25




WILLOW RUN LABORATORIES

2.2.1, VARIATION OF SENSOR SIGNALS WITH SCAN ANGLE

Buring data collection, scan angle is the most rapidly changing measurement parameter.
Substantial variations associated with scan angle are observed frequently in scanner signals.
The two principal sources of these variations are the atmosphere and the bidirectional reflec-
tance characteristics of the surface materials. In this section, we present graphs that illustrate
the extent of scan angle variations associated with the presence of the atmosphere as calculated
- with the radiative transfer medel. As seen in Eq. {2), the transmittance and path radiance are

the two atmospherie parameters of prime interest.

Figures 13 and 14 illustrate the dependence of transmittance on scan angle and wavelength
and on scan angle and visual range, respectively, The transmittance decreases as the scan

angle increases, and the changes are greatest for low visual ranges.

The variation of path radiance with scan angle and visual range is illustrated in Fig. 15,
Increasing values for large scan angles and low visual ranges are evident, as is a peak corre-
sponding to the antisolar angle, which occurs because the scan is in the plane of the sun. This
asymmetry can complicate the compensation for systematic variations. If the flight path is
toward or away from the suﬁ, however, the antisolar péak iz not observed and the path radiance

is a symmetric function of .scan angle.

Figure 16 shows the variation of total radiance withrs'i:an éngle and visﬁal range. It- 15 the 7
total radiance that is measured by the scanner. Here, the variation for radiance from a diffuse
surface observed from 1 km is not as great as it was in the case of path radiance, since the

_transmittance changes tend to oppose those in the path radiance. Nevertheless, a distinct anti-

solar peak still occurs because the scan is in the plane of the sun for this illusg_rqtion.r

By definition, there can be no dependence of irradiance on scan angle, However, dependence
of sky radiance on scan angle and visual range is shown in Fig. 17. Note the high peak near the
solar zenith angle, particularly in the case of very hazy conditions. The sun sensor at the top
of The University of Michigan's aircraft responds to the weighted integral of sky radiance in
the hemisphere above the aircraft in addition to the direct solar signal.

2.2.2. VARIATION OF SENSOR SIGNALS WITH VISUAL RANGE

Earth's atmosphere has varying degrees of haziness, depending on the density distribution
of aerosol particles. In our model, the degree of haziness is characterized by the horizontal
visual range at sea level. During a long data-collection flight, slow changes can occur in haze
content and, from day to day, there are usually discrete changes in haze content. The effects

of such changes must be overcome in processing for large area surveys.

Figure 18 shows the dependence of spectral transmittance on visual range and wavelength
for a nadir scan angle of zero degrees. The greatest change occurs when the atmosphere is
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FIGURE 15. DEPENDENCE OF PATH RADI-
ANCE ON VISUAL RANGE AND SCAN ANGLE.
Solar zenith angle = 30°; wavelength = 0.55 pm;
altitude = 1 km; azimuthal angle = 09 (inthe plane
of the sun); surface albedo for green vegetation.
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quite hazy, i.e. for visual ranges from 2 to 8 km. Transmittance does of course change rapidly
with altitude, especially for very hazy conditions. This effect is illustrated in Fig. 19 for a
wavelength of 0.55 pm.

The irradiance also depends on visual range. The dependence of the diffuse upward irradi-
ance on visual range and altitude is shown in Fig. 20 for a wavelength of 0.55 pm. As inthe case
~ of -t;an.smittance, the diffuse upward irradiance varies most rapidly for low altitudes and small
visual ranges. The change in the diffuse downward irradiance with visual range and altitude
is even greater, as can be seen in Fig. 21, The spectral shape of the diffuse downward irradi-
ance is almost independent of visual range (Fig. 22), but the magnitude roughly doubles as the

visual range ig reduced from 23 to 2 km.

At a wavelength of 0.55 pm, the overwhelming amount of irradiance results from directly
attenuated solar radiation and, therefore, a plot of toial irradiance (direct solar pilus diffuse)
should show little change with altilude and visual range. This is true, \:‘-15 is shown in Fig. 23,
although one does see that the irradiance at the surface is lower than that above if, and that

after 3 to 4 km, the irradiance is essentially constant.

Radiance also changes with visual range. The sky radiance at the Earth's surface can
change rapidly with yisual range and wavelength, as indicated in _Fig'. 24. The wavelength
dependence is modified by the spectral albedo of the surface which, in this case, is green vege-
. tation. Table 1 shows the average reflectance for green vegetation for several wavelengths.: -
Path radiance is affected in approximately the same way by the surface albedo as shown in
Fig. 25. Its variation with altitude and visual range is illustrated in Fig. 26 in which case
there is little change with altitude above 4 km.

The wavelength/visual-range dependence of the total radiance {rom a vegetation surface is
illustrated in Fig. 27 for an altitude of 1 km. For a large visual range, the path radiance is
small and the total radiance is dominated by the intrinsic radiance from the surface as modified
by atmospheric attenuation. Thus, we expect and see a spectral dependence similar to that for
green vegetation at a visual range of 23 km. The spectral dependence is quite different for a
visual range of 2 km, in which case the path radiance is a major contributor to the total radiance
at the short wavelengths. The negative correlation between path radiance and transmitiance
again can be seen by comparing Figs. 25 and 27; in particular, the 0.9 m total radiance de-

creases with visual range, whereas the path radiance increases.

2.2.3. VARIATION OF SENSOR SIGNALS WITH TIME OF DAY

Irradiance and radiance depend on the sun's position which, in turn, depends on the date
and time of observation and the latitude and longitude. The passage of time is important in area
survey operations. For simulating signals from an airborne scanner system and sun sensor,
it is also necessary to specify the flight direction, the altitude, and some estimate of the amount
of haze present. A lypical flight configuration is depicted in Fig. 28.
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TANCE ON VISUAL RANGE AND ALTITUDE. Solar zenith angle = 30°; wavelength = 0.55 um;
Scan angle.= 0%; wavelength = 0.55 pm. surface albedo for green vegetation.

TABLE 1. AVERAGE REFLECTANCE FOR GREEN
VEGETATION COMPILED FROM REAL DATA
) FOR SEVERAL WAVELENGTHS

Wavelength

Reflectance
{m) (%)
0.40 0.054
0.45 0.074
0.50 0.09
0.55 D.167
0.60 0.127
0.65 0.101
0.70 0.185
0.80 0.483
0.90 0.523
1.06 0.518
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FIGURE 25. DEPENDENCE OF PATH RADIANCE
ON VISUAL RANGE AND WAVELENGTH. Solar
zenith angle = 30%; scan angle = 0°: azimuthal
angle = 09 (in the plane of the sun};altitude = 1 km;
surface albedo for green vegetation.
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FIGURE 26. DEPENDENCE OF PATH RADI-
ANCE ON VISUAL RANGE AND ALTITUDE.
Wavelength = 0.55 um; solar zenith angle = 0%;
scan angle = 09; azimuthal angle = 0° {in the
plane of the sun); surface albedo for green
vegetation.
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FIGURE 28, TYPICAL FLIGHT CONFIGURATION FOR AIRBORNE SCANNER SYSTEM

90 = Solar Zenith Angle
'Az = Solar Azimuthal Angle
+9 = Right Scan Angle
-8 = Left Scan Angle
¢ = Relative Azimuthal Angle Between Scan Plane and Solar Plane
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We can consider a definite place on Earth's surface, Southeastern Michigan, on a specific
date, September 1, 1971 and study the variation of irradiance and radiance as a function of time
of day. Figure 29 shows the diffuse downward irradiance for the conditions stated above. The
greatest changes occur early in the morning and late in the afternoon, when the visual range is
small. Figure 30 illustrates the variation of the total downward irradiance. Here, there is
very litile dependence on visual range because: (1) most of the effect is the result of direct
solar irradiance, which is still the major contributor of total downward irradiance, even at an
altitude of 1 km; and (2} there is the negative correlation between path radiance and transmit-

tance.

If one scans the local North-South meridian continuously, the sun will cross that meridian
near local noon. Such an effeect is clearly seen in the sky radiance plot (Fig. 31) for a moder-

ately hazy day.

Now consider a flight due west on a hazy day, at an altitude of 1 km, over a green field in
Southeastern Michigan, on September 1, 1971. The path radiance is shown in Fig. 32 in terms
of scan angle and eastern standard time. Path radiance increases rapidly near the horizon,
especially when the sun is high in the sky_. Also, the antisclar peak is clearly noficeable near

noon,

Finally, we can look at the total radiance received by a scanner for the conditions stated
above. In Fig. 33, we see that this radiance has a less rapid change as a function of scan angle
than does path radiance, although a distinct antisolar peak is still visible. The slower variation
in this case is the result of the compensating effect of transmittance, i.e, transmittance causes
the directly attenuated radiance from the surface to decrease with increasing scan angle, where-
as path radiance increases with scan angle. Si‘gnificantly, in Fig. 33, the dominant changes of"

signal are associated with time and the position of the sun.

2.2.4. VARIATION OF SENSOR SIGNALS WITH SEASON

The amount of solar radiation reaching a point on the Eérth's surface at any time depends
on the time of year as well as on the time of day. Figure 34 illustrates the variation of the
diffuse upward irradiance with local solar time in Southeastern Michigan for the winter solstice
(December 21}, the vernal equinox {(March 21), and the summer solstice (June 21).

Atmospheric scattering decreases the intensity of the direct solar radiation, forming
diffuse downward radiation as a result. This diffuse downward irradiance is shown in Fig. 35

as a function of the local solar time for the four seasons.

The total (solar plus diffuse) irradiance as a function of local solar time is illustrated in

Fig. 36 for the same dates as in the previous cases.
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RANGE. Southeastern Michigan, 1 September 1971,

Wavelength = 0.55 um; altitude = 1 km; surface
albedo for green vegetation.
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FIGURE 32, DEPENDENCE OF PATH RADIANCE ON
TIME AND SCAN ANGLE. Scutheastern Michigan, 1
September 1971. Wavelength = 0.55 pm; altitude = 1
km; visual range = 8 km; surface albedo for green
vegetation. -
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FIGURE 34. VARIATION OF DIFFUSE UPWARD IRRADIANCE WITH TIME AT AN

ALTITUDE OF 0 km OVER A SURFACE OF GREEN VEGETATION, Southeastern

Michigan; visual range = 8 km; wavelength = 0.55 pm.
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Michigan; visual range = 8 km; wavelength = 0.55 pm.
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We can now consider the relative magnitude of direct solar irradiance, downward diffuse
irradiance, and total downward irradiance as a function of {ime of day and time of year. These
effects are illustrated in-Figs. 37 and 38. In June, the sun is higher in the sky and all irradi-
ances will be greater than those in December. On June 21, from sunrise to 8:30 2.m. and from
5.06 p.m. to sunset, most of the solar energy goes into scattered radiation {diffuse component),
whereas on December 21 most of the irradiance is diffuse [rom sunrige to sunset because the

—-—sun.is always low in the sky. For longer wavelengths or greater visual ranges, the direct

solar irradiance is larger.

2.3. OTHER SOURCES OF VARIATION

The preceding section presents calculations that demonstrate the systematic variations
introduced in multispectral scanner signals by changes in fhe sun's position, in the viewing
genmetry, and in the condition of the atmosphere. Inthe real world, one would also expect both
random variations in the characteristics of the atmosphere and the presence of clouds to intro-

duce less predictable changes in scanner signals.

Three other sources of variation have not been discussed yet. These are: (1) the sensor
itself: {2) the reflectance properties of the surface being viewed; and (3} the reflectance
propertiés of the surface elements adjacent to the element being viewed.

2.3.1. SENSOR CHARACTERISTICS

No measurement device is noise-free, and the multispectral scanner can introduce random
and, perhaps, systematic variations into the signals. It is impossible to distinguish between
random sensor noise and random variations in the radiation signals. However, potentially,
instability and drift in electrical circuits can produce serious problems for area-survey opera-

tions.

2.3.2. REFLECTANCE CHARACTERISTICS OF ELEMENT BEING VIEWED

The radiative transfer model discussed above incorporates a simple model for the reflect-
ance properties of the Earth’s surface; it assumes a diffuse {(Lambertian} reflector. There is
evidence in reflectance measurement and modeling efforts that many materials have bidirec-
tional reflectance characteristicsl which must be taken into account [ 10]. In other words, the
amount of radiation reflected depends on both the direction of the illumination and the direction

of observation.

In order to see how a bidirectional reflectance property might come about for an agri-
cultural field, for example, one can argue heuristically that a sensor looking straight down
sees 4 maximum amount of soil and a minimum amount of vegetation. At some angle off the

nadir, there might be no soil visible and hence a different reflectance spectrum. Therefore,
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FIGURE 36. VARIATION OF TOTAL DOWNWARD IRRADIANCE WITH TIME AT
AN ALTITUDE OF 0 km OVER A SURFACE OF GREEN VEGETATION. Scuth-
eastern Michigan; visual range = 8 km; wavelength = 0.55% um.
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IRRADIANCES WITH TIME AT AN ALTITUDE OF 0 km OVER A SURFACE OF GEEEN
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the action of scanning a uniform surface, even in the absence of an atmosphere, can produce

systematic signal variations if the reflector is nondiffuse.

A method for incorporating a nondiffuse surface refleclance characteristic into the radiative
transfer maodel has been identified and should be implemented. While not exact, the approxima-

tion should allow more realistic simulations of scanner signals.

Random variations of two types are introduced by the surface materials being viewed. For
agricultural problems, we can label these within-field variations and within-class, or field-to-
field, variations. Frequently, these two types of random variations are confused with each other

and with systematic variations.

Within a single field, there are random variations in the reflectance characteristics of a
crop in addition to systematic trends associated with measurement parameters, such as scan
angle. The statistical decision rules are designed to accommeodate this type of random variation.
Within-class variations, on the other hand, are not as well understood and are more difficult to

predict and account for in recognition processing.

2.3.3. REFLECTANCE CHARACTERISTICS OF ELEMENTS ADJOINING THE ELEMENT
BEING VIEWED

In Iast year's report [,1}’ it was shown that both the irradiance on an ¢lement and the path
radiance received when the eieme}lt_ is'éi;sei-véd depend on the reflectances of the elements 'that
surround that element. Consequently, the received signal depends in part on the surrounding
elements. This year, a formulation has been made of a method for analytical evaluation of the

magnitude of this effect.

To understand how the radiation field (path radiance) varies in a2 medium above a surface
on which the surface albedo changes spatially, it 1s necessary to consider the mathematically
ecomplex problem of radiative transfer in a two- or three-dimensional model. The complete
problem with multiple scattering and an arbitrary single-scattering phase function has not been
solved, but one can solve the problem if only one scattering is assumed. We can make the

following simplifying assumptions for a two-dimensional radiative transfer model:

a. a perfectly diffuse (Lambertian} surface
a monotonically decreasing phase function
¢. homogeneous atmosphere
d. only single scattering
e. seriace composed of two half spaces, each having a different albedo

The basic geometry for radiation being emitted from the surface is illustrated in Fig. 39.

We shall assume the simple case in which the observer is at point P, receiving radiation which
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P‘
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p-; X < Xg

FIGURE 39, GEOMETRY FOR TWO-DIMENSIONAL ATMOSPHERIC MODEL
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originates at Q and is scattered once at P'. Also, assume that the irradiance on the surface

is known and is independent of a spatial change in albedo and that the radiance from the atmo-
splieric scattering can easily be calculated. Hence, the once-scattered spectral radiance from
the right half space is given by:

Tr/21 :
Ly, @ = [ [ fLirg) 707 Wi, 0, o0 Hawagren 00

7000

where, for our particular geometry p =1,i.e., 8 =0%and L(ro) is the intrinsie radiance from
the surface.

We will consider the atmosphere to be composed of a light haze which scatters the radiation
in a highly anisotropic manner. A mathematically ¢onvenient phase function approximating the
actual phase {unction is given by:

TPy =< : ' (1
0 - . - .

where v is the cosine of the scaitering angle. ‘We can determine the constants A and a by fitting
this function to a realistic phase function at » = 1 and by normalization, i.e.:

p(1) =A@ = P . (12)
Cand
1 1 «

-ax

I/ng(v)dv s1=2 eV g, -8\ ax = £ E,ya) (13)

-1 0 1

where Ez{a] is an exponeniiai integral. Thus, from Eqs. (12) and (13), and the recursion formuia
for exponential integrals, we have: '

Bl - 2E,(a)] =2 (14)

can be solved for the constant a.
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Equation (10) now becomes:
ra/2 1
- -t t - t -t
L(r 1, ) S J IL(ro)e (g =TV g8/ (0" 7)1 g g

o 0 1] o

" Hence, the imner integrals (I} have the form:

n/2£
: I=J Se““/“,e'ﬁ/“'du'dqb'
00
where
v

o= Tn"0

]
B=a
From Fig. 39, we see that u' = cos X cos ¥, and

au'de' =Jaxday e

The Jacobian of this coordinate transformation is -cos X. Thus,
7/2 7/2 ‘
I~ -2[ fe'k sec X sec ¥/ cos Xdxdy
0o 0

where k = o + 3. Making the transformation x = sec ')(, transforms the integral into:

o /2
-kx sec ¥
1=-2§ S ¢ dxdy

b2y,

/2

but, Skx) :Ie—kx sec ¥ dy is Sievert's integral ,

0
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Tables exist of S(kx) versus kx and therefore the complete integral I can be integrated

numerically. Thus,

[=-gl S} 4 @0)

Carrying out this integrz{fion will allow one to see how fapidly the radiance decreases with

distance from the edge of the surface.
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TECHNIQUES FOR OVERCOMING SYSTE‘?MATIC VARIATIONS IN SCANNER DATA

Several kinds of systematic vartations in multispectral scanner data have been discussed,
and the nature and éxtent of these variations have been illustrated. There are also random vari-
ations in the data wh.ich have led to the use of sfatistical decision rules in recognition processing.
In this section, we examine possible methods for overcoming systematic variations before or
during recognition processing and consider the consequences of these methods on.one's ability
to handle the random variations. The succeeding sections present results of studies carried out

to test some of these ideas.

The decision rules that we consider in this section are those which assume that the signals
have multivariate normal distributions and use the likelihood function in the decision process.
This is, by far, the most common appreach taken toward the recognition processing of multispec-
tral scanner signals. All one necds for evaluating the likelihood functions are the mean vector

and covariance matrix for each recognition class considered.

We have already seen that the received radiance signal consists of two parts, a degired
~ part that originates at the ground surface and an cxtraneous part that is a result of the atmo-
sbl;eré‘s: pf'esen.ce between the surface and the sensor. There is a third part that must be con-
sidered for any practical use of the detected radiation signal, It is the additive noise-equivalent
radiance that represents noise added by the detector and subsequent electronics and storage
media. That is:
149, 1, j) = p'ijEj{e)T].(‘e) + ij(e) + Ly T2y
where: L = the radiance signal,
i = the class of ground cover being scanned
j = the spectral channel
*3 = a vector that describes the parameters and conditions of the measurement
p;j = the bidirectional reflectance of the surface {for a diffuse surface, pij = pij/n,
where pij is the diffuse or directional reflectance)
E. = the irradiance in channel j
Tj = the corresponding atmospheric transmittance
ij = the path radianece in channel j

Ln]' = the noise-eguivalent radiance in channel j

*Note that the definition of ¢ has been generalized in this section to include all parameters
and conditions of measurement.
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Equation (21) has exact physical meaning only when the reflectance of the surface is diffuse
and, conseguently, has no angular dependence. In Section 3.1, we discuss a generalization in

which angular dependence is allowed,

we shall assume for simplicity that any systematic variations in the data depend on f, and
that there are only two independent sources of randomness in the data, p{j. and Lnj' The mean
vector and the elements of the covariance matrix needed for the likelihood calculations are

respectively:
<L(6, 1, §)> = <pi>E(O)T,(6) + iapj(e) +<L > | (22)
and
<{L{e, i, i) - <L(6, i, i} [L(0, i, k) - <L(9, i, k)] > =
E(OT(OE (N (0)<p}; - <pip] [y - <ppol> +

<:(Lnj_ <Lﬂj>)u‘nk° <Lnk>)> (23)

where <> dendtes an ensemble average. If we assume that the mean system noise and there-

fore also the mean noise-equivalent radiance is zero, we have Jor the mean:

<18, 1 j)i - <pi;” E;(0)T(8) + L:(6) o (24)

Loz P

and for the spectral covariance matrix element:
] — r - v r - t
Covjk L(8, i) = Ej( B)Tj(Q)Ek(G)Tk( 9)<[Pij- {pi])][pik <pik>I> + <LnjLnk_> (25)

In the next twn subsections, we first explore the i!h_plications of preprocessing the data to
remove systematic effects from each channel and then consider the advantages of alternatively
changing the decision rule parameters, i.e., the mean and, if necessary, the covariance matrix.
Both empirical methods and a method based on the radiative transfer model are considered.
The final subsection examines the interdependencies of the varicus radiation guantities to gain
insight for the other analyses.

In Section 4, we describe the use of the U(3, j) and V(8, i) method when applied to sean angle
correction and extension of recognition from one altitude to another. We are [aced with the
guestion of how to evaluate the performance improvement. Since the desire is to improve rec-
ognition performance, the probability of misclassification seems obvious. In fact, we show that,
for the data set that was tested, an improvement in performance was easily noticeable. There
are, however, other waysio visualize and evaluate the improvement. For the scan angle effect,
the use of an incorrect mean vector in recognitionprocessing can easily be seen to cause de-
graded performance. Thus, a measurement of the dependence of the data mean on scan angle

both before and after preprocessing, is an easily measureable criterion for data corresponding
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to one type of ground cover. While any one field might exhibit some residual variations with scan

angle, the same variations should not occur in the majority of fields.

3.1. PREPROCESSING

Equations 24 and 25 show that the mean vector and covariance matrix of signals received
from a given ground cover depend on the vector, 8, which describes the measurement parameters
and measurement conditions, However, if the material reflectance functions are mdependent of
éie.g., ‘are diffuse or Lambertian reflector s), appropriate pr eprocessing of the data will remove
the # effects from the signal means. When this is done, however, the covariance matrix of the

transformed data in general will not be independent of 4,

As discussed in Appendix V, appropriate preprocessing includes both an additive and a
multiplicative correction funciion. Our generalized preprocessing transformation, called the

U-V transformation, meets this requirement.

The operating principle of the U- V transformation is one of adjusting a signal, L{g, i, j},
(measured under any arbitrary set of measurement parameters and conditions that are repre-
sented by 4) to L{ 60, i, i}, the value it would have had, had it been measured under a reference
set of conditions and measurement parameters represented by 90. Mathematically:

L8y, 1, §) = U(B. J)L(9 1. i+ V(B, ]) _ : (26)

where U(3, j) and V{ 6, J) are functmns that can be determined empirically from a data set or cal-
culated with a radiative transfer model and auxiliary measurements and information. Once

transformed, we process the data, using a fixed, maximum likelihood decision rule,

The U-V transformation can be applied to more than just diffuse refiectors, For example,
if p ; 15 not independent of 4 for all materials, but has a systematm variation that is well approxi-
mated by

p; (8) p* (6)+K (6) (27)

ij IJ
where p* depends only on the material, a.ndK (G) and K {9) depend only on 4, the V-V trans-

formatmn will remove the 9 dependence from the signal means Equatlon (21) now ta.kes the form:

L9, 1, 3) = 0Ky (8)+ Ky (0) _ oo (28)

where KSj(B) and K4j(5) are functions that can be thought of as being apparent, rather than mea-
surable, (irradiance x transmittance) and path radiance, respectively, This form algo handles a
simple dependence of the actual path radiance on the surface reflectance. To the extent that the
actual surface reflectance properties depart from the above approximations, the transformation

applies an average correction factor which minimizes the errors remailning after correction.
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We now consider the nature of the U and V correction functions for the simple diffuse model

of the radiance signal (Eq. 21). The functions take the forms:

Ef Bo)Tj( 80)

R X ON . (29
[N )
o iy = . - ) 30
CoV(e, D) ijwo) u(a, ]Jij(B) (30)
Wihien we combine Equations (21), (26)7129), dnd (30), we have
E.(8.)T (o

; -
E{)T.(8
EfOITe)
We now need to consider the likelihood function for the set of transformed signals L{BO, i, ik

For the mean, we have

_ _<L(9 » 4y > = <pij{9)>Ej(30)Tj{90) + ij(«'? (32}

o

when.we make the usual assumption that <Lnj> = 0. For the elements of the covariance maitrix
- LU, 15 1) - <LE; , D>FL0G 55k - <L(8g 1,k)>] >
— 1 - 1 L] _ 1

<L L .= {33)

E(09)T,(90) | [E(8)T, (5)
nj nk

.‘ -
2 1-
EJ]BE'IJ@BS Eki Bkai &)

Examination of Eqs. {32} and (33) reveals that, for a Lambertian reflector with pijfa) =
<p'ij( g)>, the mean vector is independent of 8, but the covariance matrix is 8-independent as

noted earlier.

3.1.1, POTENTIAL USES AND LIMITATIONS OF PREPROCESSING TRANSFORMATION

Thus far we have described 4 as a measurement parameter or condition of measurement.
Let us now examine ¢ in more detail, by considering specific identities for ¢ and corresponding
potential uses of preprocessing transformations. We can consider two classes of uses for pre-
processing, depending on whether we consider 4 to be continuocus or discontinuous. An example
of a continuous function is when § is the scan angle. The received radiance is scan angle depen-
dent because the amount of atmosphere between the ground cover and the multispectral scanner
depends upen the scan angle, Another example is when ¢ represents the along- track direction
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{and time). The received radiance can change gradually because of gradual atmospheric changes

or sun-position movement. Preprocessing can be used to adjust for such changes.

1f we consider @ io be discontinuous, We again have many potential applications for prepro-
cessing. We mighi let L 90) represent signals from sunlit portions of the ground and 1(8} repre-
sent cloud-shadowed portions. We would then have a simple processing (or preprocessing)
scheme to extend signatures cbtained from sunlit areas to the shadowed areas. We could let
L{BG) and 1.(3) represent data taken at two different times at either the same or different alti-
tudes. Again we would be extending recognition capability without using separate training areas.
With this particular extension, we would be capable of making area surveys in which one set of
training data, in principle, would be used for the entire survey. Ancther possibility is to let 8
represent an idealized measurement condition, such as a laboratory condition for reflectance
measuremernts; then a transformation could be made to convert the measured radiance values
into reflectance values.

The potential uses of this L(4) and L(BO) preprocessing concept are numerous, But, before
we become too enthusiastic, let us examine seme of the limitations. An obvious limitation is
the assumption that the ground acts as a Lambertian reflector.or that all materials have the same
bidirectional characteristic. Although this limitation is frequently quoted, there are few re-
:vhable measurements with which to evaluate the bldlrectmnal reflectance of the varmus ground
cavers. Another limitation is that the reflectance of a given type of ground cover is not always
invariant. For example, the reflectance of a corn field can vary from field to field and even with-
in any one field, and these variations can affect recognition processing results. ‘An effect of
field-to-field variations is that the training area may not adequately represent the identification
class. An effect of within-field variations becomes apparent when we look at the derivation of
the functions U9, j) and V{4, j). These functions must be derived either directiy from the data
or, when the radiative transfer model is used, from measurements ol the condition of the atmo-
sphere and the geometry of the data collection. When the functions are derived from the data,
intrafield variations can affect the accuracies of measurement and correction. The actual method

for deriving U(8, j) and V(#8, j) from the data will be discussed presently.

Another limitation is the dependence of radiance upon the albedo (average diffuse reflectance)
of the ground at and around the point ‘being measured. Measurements made near boundaries of -
fields indicate that the reflectance of one field can influence the measurements of the adjacent
fields through atmospheric effects (see Section 2.3.3). This is a measurable effect near the
boundaries, but it becomes negligible at some distance away from the boundary, In Section 3.1.4,
and Appendix 1I, we present a model and a suggested algorithm for removal of this effect,

The noise in the data provides another limitation. There is always inaccuracy present in

measurements of the mean vector and covariance matrix for each training set. If we are
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developing U{8, j) and V{g, j) from the datz, measurement errors will introduce additional in-

accuracy. In addition, the noise statistics may vary under different conditions of 8.

3.1.2. PREPROCESSING TECHNIQUES FOR ONE-DIMENSIONAL CORRECTION

In order to use the preprocessing algorithm in which U{#, j) and V(4, j} are used, it is nec-
essary to find these functions. One method is to consider Eq. {26) to be a function of U(a, j).
we have measurements of two materizils under conditions g and 60, we will have two simulta-
neous linear equations in two unknowns. If we label the two materials i = 1, 2, we can find the
data:

N L(Q 91!]-)_ L(QO: 2; J) . )
UR U 7 0% W) I T ) (34)

Similarly, for the function V(8, j)

L(69 1! ])L(ges 2’ J) - L(E'; 2’; J)L{g » 1.& J)

v(e, j) = L{g, 1, 1) - 1(§ 2, 7) o

Because U(6, j} and V(9, j) are independent of the material i, these correction functions can be
used for all data. Obviously, the reflectances of mmterials 1 and 2 must be different if one is to
obtain good estimates of U and V.

A redundant method of calculating U(2, j) and V(O i} is better suited to our purpose,. sinee., . . ..

" our measurements are noisy and the materials chosen £o be i = 1, 2 may actually have variations
for different values of 4. By averaging, we obtain a more representatwe value for each of the

correction functions. If we adapt a linear regression method of averaging, we have;

n

n n
Z[Lwo, i, ),‘,Z L(8g, k, jﬂ {ue, i, 1) - %Zue, k, jﬂ
i k=1 k=1

i=1

(e, j) = (36)
n S . . 2
Z[ua, i) - EZL(Q’ k, J)]
i=1 k=1
N1 . 3 1 S -
VI, ) =53 "Ly, 1, 1) - U9, ) L8, 5, ) (37)

For twe fields (n = 2), Egs. (36) and (37) reduce to Egs. (34) and (35), as expected. Therefore,

we will only be considering Eqs. (36) and (37). In the above derivation, there was no assumption
that the two correction functions were continuous functions of 8. Thus, they apply even when o

is discontinuous. In fact, the principle application of these formulas is for discontinuous 4. Even

when ¢ is continuous, the calculated functions can vary considerably for small changes of §
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because of measurement noise. Therefore, it may be necessary to combine Egs. (36) and {37)

with a smoothing procedure to obtain usable correction functions.

One method of deriving smoothed functions, U{4, j) and V{4, j), from the data is to assume
that they are of known form but depend upon unknown parameters. For example, we can assume
that the correction functions are polynomial functions of 8, and estimate the coefficients. We

used this method and second-order poljrnomials where

,u(e,j)=1+u”w-'so)+u2j(e_~ad)%~, S .

2 (39)

v(8, 1} =Vlj(8 - )+ sz(e - 8y
We found the maximum likelihood estimator for the unknown coefficients, which is equivalent to

minimizing 5(j), where:

n i
S0 = 3 [Uog, 6 1) - Ve, DUG, & ) - VU DT (40)
i=tk=1

- where 6, is the k-th sample point of f.

An alternative method of applying parameter estimation is to derive the form of the correc-
... tion functions. from the radiative transfer model. This method has not been used yet, but is dis-
> O i

cussed in Section 3.1.4.

3.1.3. EXTENSION OF TECHNIQUES TO TWQ DIMENSIONS

The uses of the preprocessing method that were mentioned in the last section can be con-
sidered one-dimensional corrections. We discussed letting 4 represent either scan angle or
along-track measurement conditions. If we were to consider both effects at the same time,
we could first make a scan angle correction, followed by an aleng-track correction. Another
methed is to find a pair of correction functions dependent upon the two conditions in such a way
that it is not possible to correct for first one, and then the other, condition. Such a scheme is
a generalization of the one-dimensional approach. Intuitively, sucha scheme makes sense, since
one would expect the scan angle correction functions to change as the along-track measurement

conditions change,

3.1.4, TECHNIQUES FOR REMOVING SYSTEMATIC VARIATIONS IN SCANNER DATA
WITH THE USE OF THE RADIATIVE TRANSFER MODEL

The radiative transfer model, with a diffuse surface, has been used to investigate systema-
tic variations in scanner data caused by atmosphere, For the calculation of total radiance, how-

ever, it is necessary to include bidirectional reflectance funetions for the surface elements in
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view. Assuming that these have been included, we can develop the formalism to be used in re-

moving systematic variations caused by atmospheric effects and bidirectiona? reflectance.

Let us consider the total spectral radiance, given by:

L(§) = L(£)T() + L £¢) (41)

where LO(E) is the intrinsic radiance at the surface, T(£) is the transmittance from the surface
to the scanner, and Lp{i) is th‘e—fpath radlance. The independent parameter £ is used to repre-
sent a typical independent variable. Inverting Eq. (41} allows us to solve for the intrinsic ra-

diance, i.e,,

Ly(é)= FEILEY 4 6(¢) - _ . {42)
whe_re onie can easily see that the F and G functions are given by:

Fg) = [Te) ! ., | (43)

G(£) = -Lp(z)/TEE) (44)

which are directly calculable from the model. Thus, by performing the (F, G) transformation
on real scamner data, I{£{), we could use the radiative transfer model to correct for atmospheric

) -effects’. -According to the model, however, we can also write the intrinsic radiance as

where R(£) is a known function which depends on the bidirectional reflactance properties of the
surface element being viewed, and Lc(g) is the final corrected radiance. One should note that
Lc(g) depends on the magnitude of the surface reflectance but not on its bidirectional reflec-
tance properties. Hence, one can write the corrected radiance as:

L (§) = RO Ly(6) = S(8)L(8) (46)
or, combining Eqs. {46} and (42), we get ‘
Lc(f;') = PE)L(£) + Q(£) (47)
where
__1_”(5) = F({)s(£) _ o ) ~ {48) _
Q(£) = G(£)s(¢&) (49)

The lack of a reliable model for bidirectionalreflectances of natural surfaces has contrib-
uted to our previous omission of bidirectional surface effects. Recently, however, such a
model has been developed [11] and we can now use it to determine the P and Q transformation
functions. Therefore, by using the atmospheric correction functions (F and G), followed by the bi-
directional correction function, S, one can remove all of the known systematic varizations in real
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scanner datz. One also ¢an use functional forms based on these correction functions in empiri-

cal techniques like those discussed in Section 3.1.2.

3.1.5 REMOVING THE EFFECTS OF NEIGHBORING MATERIALS FROM RADIANCE
SIGNALS NEAR BOUNDARIES

Earlier sections {e.g., Section 2.3.3) have shown that the reflectances of adjoining surface
“ clements can affect the received radiance in two ways: (1) they govern the amount of path ra-
diance to an extent; and (2) they afféct the Wagnitude of irradiance on the su'f-facé"ai{d, there-
fore, the amount of radiance received directly from the element. Insofar as the reflectances of
the adjoining elements are different from those of the observed element, we have developed a
method {or removing the effect of the differences in a preprocessing operation. The result of
applying the preprocessing transformation would be to make each point appear as it would have
had if been gsurrounded by material of its own reflectance; the transformation would not remove

the effect of the atmosphere entirely.

Appendix Tl presents a derivation of the correction formula. A block diagram that illustrates
itsapplicationis presented here in Fig. 40, The function, K(w), depends on a function, h(x, y),
which is measured from the data and describes the spatial spreading effect that the atmospheric
haze has on the radiation. When it is completed, the modeling effort described in Section 2.3.3
should provide a functional form for hix, y)._.,.,‘__

B T = B P AL AT L ER © 4 S SR

3.2. ADJUSTMENT OF DECISION- RULE PARAMETERS

The preceding section discusses methoeds for preprocessing data to remove systematic
variations prior to recognition processing. There are several reasons why it might be prefer-
able to change the decision rule parameters instead (i.e., to change the mean vector and, perhaps,

the covariance matrix of each class of material):

(1) If the covariance matrix is independent of the controlling measurement parameter, &,

changes in the mean vector do not change the variances as they do in preprocessing.

(2} The correction functions can be different for each material rather than being fitted to

a few {or averaged over zl1l1) materials.

{3) Corrections can be made at relatively slow rates corresponding to the scan rate of the
scanner or slower rather than at the video rate (i.e., the rate at which resolution ele-

ments are scanned).

In computing the likelihoed for an individual data point, the stored mean value for the class
of interestis subtracted fromthe input data point and the difference is used in the computation.
Since the operation of changing the mean value is a linear one, it has no effect on the variance

of the signal.
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In a case analogous to preprocessing, the mean value in channel j for a given material class,

i, can be written in a new form:

<48, i, §)> = A6, N<L(dy, 1, j)> + B(8, §) (50}

where A{6, j) and B(9, j) are correction functions independent of material class, and where

L(So, i, i) represents the radiance under a standard or arbitrarily chosen reference condition

of measurement, 60. In general, however, the correction functions A and B could depend on the
maferial class as well as on the channel, The use of a correction function of the form of Eq.{50)
would permil a different pair of correction functions for each ¢lass of material.

Data rates and bandwidth requirements are important aspects in the design of processing
systems. The bandwidth is particularly important for analog processing systems. Slow rates of
change of decision-rule parameters are ideally suited for implementation in hybrid {(digital/

analog) processors,

Just as discussed earlier for the correction functions U and V, the functions A and B might
be determined empirically from the data, might depend on auxiliary inputs and theoretical rela-
tic;nships, or ﬁlight combine the two methods. We also can introduce & method which can be used
to improve either of the others; it is the concept of feedback or adaptive processing. With this
concept, each time a datum point is clagsified, that point is included in the training set for-the 3 -
particular decision outcome and will slightlj alt;er the likelihood function for subsequent deci-
sions, For example, if we let § represent the along-track direction of data collection, the
mean vector and covariance matrix associated with each decision outcome would gradually

change as the illumination conditions and atmosphere changed,

3.3. SUPPORTING ANALYSIS OF INTERDEPENDENCIES OF RADIATION QUANTITIES

Both the preprocessing techniques (Section 3.1) and the decision- rule-adjustment techniques
(Section 3.2) depend on theinterrelationships between the various physical radiation quantities and
their relationships with primary and auxiliary sensor signals. The radiative transfer model
provides a mechanism for simulating the radiation quantities and analyzing these interdepen-
dencies.

In Fig. 41, we consider the ratio of thetotal downward irradiance at an altitude of 5 km to the
total downward irradiance at the surface versus wavelength for three visual ranges. As expected,
there is a greater change for the V = 23-km case than for the V = 2-km case because, in the
former, we approach pure Rayleigh scattering which has a 1_4 wavelength dependence. Ina
dense haze, the wavelength dependence is much weaker.

Figure 42 illustrates the variation of the ratio of diffuse downward irradiance to total down-
ward irradiance with respect to visual range for three altitudes. The haze present at low

altitudes scatters much of the direct solar radiance and, hence, & large amount of solar
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FIGURE 41. RATIO OF TOTAL DOWNWARD IRRADIANCE AT AN ALTITUDE OF
5 km TO TOTAL DOWNWARD IRRATIIANCE AT EARTH'S SURFACE AS A FUNC-
TION OF WAVELENGTH. Solar zenith angle = 30°; surface albedo = 0.5.
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energy 1s redistributed in the form of downward diffuse radiation. For higher altitudes, above
the majority of the haze, only a relatively small amount of radiation exists in the diffuse state

and therefore the ratio is independent of visual range.

We can now simulate the response of a sensor which is measuring the total downward irradi-
ance at some allitude as a function of the time of day. Such an effect is clearly seen in Fig. 43
for three visual ranges. For large solar zenith angles there is considerable attenuation in the
direct solar radiation, and since the attenuation is less at higher altitudes, the ratio of total ra-
diance at some altitude to its value at the surface is always greater than unity. From Eg. (70)

one can see that this ratic is given by:

S a7 :
_:_(r) 0 7 (51)
E_('ro) '

for large solar zenith angles, BO.
If a sensor mounted on top of an aircraft were responsive only to diffuse sky radiation, we
- could compare the irradiance at some altitude to its value at the surface. This comparison is
shown inFig.44. At the Earth's surface, the two irradiances are of course equaland we then get
a 457 line. At the top of the atmosphere, by definition, there is no downward diffuse ccmponent.
For intermediate altitudes,the slopé of the curve simply reflects the aftenuafed solar Specirum.
Now consider the variation of spectral radiance. The equation for total radiance is:

Lt=LOT+Lp=Lb+Lp {52)

where L0 is the intrinsic radiance from a surface, T is the transmittance, Lp is the path ra-
diance, and Lb = LOT is called the bare radiance. Also, transmittance and path radiance are
negatively correlated in relation to the scan angle. Figure 45 illustrates the ratio of path ra-
diance to total radiance, plotted as a function of time of day. As the solar zenith angle increases,
the intrinsic radiance decreases and, therefore, the ratio of Lp to Lt increases. For very hazy
conditions, the path radiance increases and the transmittance decreases, thereby increasing the
ratio. The slight maximum near noon is the result of strong backscattering of radiation by the
haze layer, The important point of Fig. 45 is that the ratio of path radiance to total radiance is
essentially constant during a major part of the day for the downlooking case illustrated there.

There exist simplified experimental methods for determining the total transmittance of
Earth’s atmosphere from the ground. Therefore, it is inferesting to compare the path radiance
and transmittance in terms of visual range and wavelength. This dependence is shown in Fig. 46,
in which we see that a relatively small change in transmittance (~109) corresponds to a large
change (~1009%) in path radiance, at least for the spectral region 0.50 um-0.70pm. Path radi-
ance is a monotonically decreasing function of transmittance for a constant wavelength.
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FIGURE 42. RATIO OF DIFFUSE DOWNWARD IRRADIANCE TO THE TOTAL
DOWNWARD IRRADIANCE AS A FUNCTION OF VISUAL RANGE. Southcastern
Michigan; solar zenith angle = 302, wavelength = 0.55 um; surface albedd =70.5.
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FIGURE 43. RATIO OF TOTAL DOWNWARD IRRADIANCE AT AN ALTITUDE OF
5 km TO TOTAL DOWNWARD IRRADIANCE AT EARTH'S SURFACE AS A FUNC-
TION OF TIME. Southeastern Michigan; wavelength = 0.55 um; surface albedo =1.5,
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AN ALTITUDE OF 5 km AS A FUNCTION OF TIME, Wavelength = 0.55
pwm; nadir sean angle = 09; surface albedo = 0.5,
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Finally, we can compare (Fig. 47) the path radiance to the attenvated intrinsic radiance
{bare radiance) for various waveléngihs and visual ranges. From 0.40 u;n to 0.50 pm, a rel-
atively large change oceurs in bare radiance as a result of the increase of the solar irradiance
with increasing wavelength and because transmittance increases with wavelength. Beyond 0.50
pm, the solar spectrum decreases and transmittance increases, leading to an almost constant
value for bare radiance, whereas path radiance decreases rapidly with ir{creasing wavelength.

As in Fig. 46, the path radiance in Fig. 47 decreases monotonically with bare radiance for a
given wavelength.
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FIGURE 46. DEPENDENCE OF PATH RADIANCE AT AN ALTITUDE OF 5 km ON
TOTAL ATMOSPHERIC TRANSMITTANCE. Solar zenith angle = 300; nadir scan
angle = 09; surface albedo = 0.5.
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ALTITUDE OF 5 km. Solar zenith angle = 30%; nadir scan anglte = 0°; surface
albedo = 0.5.

65



WILLOW RUN LABORATORIES

4
APPLICATION OF PREPROCESSING TECHNIQUES

A description of preprocessing technigues is presented in Section 3. In this section, we

apply the U-V transformation to both simulated and real scanner data. "For purposes of these

“fests; the parameter vector, #, is used to represent the sensor scan angle in most instances,

and altitude in one instance.

4.1. RESULTS OF USING THE U-V TRANSFORMATION ON SIMULATED DATA
The radiative transfer model was used to generate simulated data to make an initial test on
the -V correction procedure. Simulated data can be made noiseless, so only a small amount

of data need be analyzed in order to obtain a qualitative performance :evaluation.

Data were generated for the following conditions:

Visual Range (V) 2,8, 23 km

Surface Reflectance {p): 0.1, 0.2, 0.3, 0.4

Wavelength {3): 0.8, 0.6, 0.4 um

Altitude (h): < 500, 1000, 5000'ft-" .- .
Scan Angle: -40° to 400, every 10°

Sun Position (O): 30° from overhead, in plane of scan

Figure 48 shows the calculated radiance values for V = 2 km, A = 0.4 pm, altitude = 1000 ft,

and reflectance values of 0.1, 0.2, 0.3 and 0.4. The solid curves represent the radiance values
before U-V correction. A considerable amount of scan angle effect can be seen in these curves.
For example, the radiance received at a scan angle of -309 (the antisolar angle)} from a 0.1

reflector exceeds the radiance from a 0.3 reflector at +30°,

The dashed curves show the U-V corrected radiance curves as a function of scan angle.
The U and V correction functions {Egs. 34 and 35) were derived with the data for p = 0.1 and
0.4 for each angle and were then applied to all the data. Within the accuracy of the célculations,
the corrected radiance values are independent of scan angle, as expected, because the pregent -
radiative transier model does not include bidirectional reflectance effects. Figures 49 and 50
show the U and V curves, respectively, for the three different visual ranges. Figure 48 shows
very little multiplicative correction used on the data, the maximum being less than 1.04. Al-
most all of the correction comes from the additive correction shown in Fig. 50. In Section 4.2,

we will find that more multiplicative correction is used when measured, rather than computed,
data are used.
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We used aquadratic U- V correction (using equations derived from Eq. 40)to reduce the scan an-
gle effect in Fig, 48. The results are shown inFig, 51 in whicha residual scan angle effect is seen.
The correctiun was designed to have the corrected radiance, for any refiectivity, be that mea-
sured at a scan angle of 0°. The deviation of the curves from straight lines is relatively large,
which is predictable since, in looking at Fig. 48, one would not expect quadratic additive and

multiplicative corrections to he effective.

In Fig. 52, we show data corresponding to the parameters used for Fig. 48, except that the
wavelength is 0.8 um rather than 0.4 yum. At this wavelength, very little scan angle effect is

present.

As one might expec_t, the scan angle effect became more noticeable with decreasing wave-
length and visibility and increasing altitude. More explicitly, the following chart lists those
parameter combinations that showed radiance values at one scan angle and one reflectance to be

greater than values computed at a different scan angle for a lower value of reflectance:

A Visibility  Altitude

(pm)  (km) fft)
04 2 1000
0.4 2 5000
06 2 5000
o oE g e 5000 ‘.' '
0.4 23 5000

Note that the first parameter combination corresponds to Fig. 48,

It is premature to use the above list to define conditions under which the scan angle effect
is severe. For instance, the radiation transfer model does not include bidirectional reflectance,
but rather assumes Lambertian reflectance. One could expect that atmospheric phenomena alone
might cause a severe scan angle problem for those parameter combinations in the table and that
other combinations of parameters might be added when the mode! is expanded to include bi-

directional reflectance.

42 RESULTS OF THE USE OF THE U-V TRANSFORMATION ON REAL SCANNER DATA

Our choice of multispectral scanner data to test the U~V concept was based on several
considerations. First, we wanted more than one data set gathered over the same ground area
to enable us to try signature extension from one set of data to another. Thus, we could compute
the mean and covariance signatures for training areas in one data set, and then {ind a U-V trans-
formation which can convert the signatures so they can be used for processing a second data set.
One of ithe data sets should be collected from a fairly low altitude {where fields are large in
angular subtense) in order to use Egs. (36) and (37). To use these equations for scan angle
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correction, measurements on the same ground covers at both scan angles 6 and 60 were neces-
sary. Data t'tken ona re] atively hazy day were desired so that a measurable scan angle effect
would be present that could be at least partially caused by the atmosphere. We also wanted

data for which ground truth was available, to test not only the ability to remove the scan angle
effect but also the change in ensuing recognition performance. There is not a direct relationship
between the presence of the scan angle effect and the ability to recognize correctly, because

recognirtion is limited by other factors, e.g., interfield and intrafield reflectance variations.

Another consideration in the choice of data was that the data correspond to an agricultural
area in which the fields were easily delineated and each field was homaogeneous (more or less).
Recent data were desired becanse continuing improvements in our data collection equipment
make the more recent data more representative of the present-day state of the art. To be
confident of the datas quahty we wanted data collected close in time to one of the periodic cali-
brations. We wanted the day of the flight to be cloudfree, or alinost so, since we were not im-
mediately concerned with the problem of recognizing both shadowed and sunlit ground covers
in the same data set. Finally, to reduce time and expense, we wanted data already digitized, il
possible.

The data set that was chosen seems to have fulfilled our requirements., The data were col-
Jected on 3 Séptember 1969, over a rural area near the Willow Run Laboratories. The visibility
was estimated to have been 4 miles, and the flight log noted that heavy haze was present. A few
small clouds were present at high altifude. From the photographs, the ground cover we studied
appears 1o be free of cloud shadows, although it is possible that shadows might explain some of

the intrafield variations that . were noticed. Two data sets had already been digitized, taken at

1000 and 5000 ft, respectively. Data from 2000 and 10,000 ft also are available, but not digitized.

A total of 29 fields were chosen for study. From these fields, 7 were chogen for U-V cal-
culations and 14 for training for recognition, The 29 fields chosen had recognizahle boundaries
and represented multiple types of ground cover. Each of the 7 fields used for the U-V determiﬂ-
ations encompassed at least half of the total angular coverage. The area overflown was divided
in approximately the middle of the scan by Willow Road, so three fields on one side of the road
could be used to find the U-V correction; the other four on the other side could also be used,
with Egs. (36} and {(37).

The 29 fields along with the ground truth are listed in Table 2. A map of the fields appears
in Fig. 12 in [ 11] .

The 1000-ft data were processed to compute the U-V functions. Filtering of data reduced
the number of scan angles and scan lines, each by a factor of four. Figures 53 and 54 show the
computed U and V functions, respectively, for channel 1 {0.40-0.44 pm). There is considerable
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TABLE 2. FIELDS SELECTED FOR TESTING

Field Type

U-V TRANSFORMATION

Number

“ Corn

Soybean

Grain Stubble

Idle

Bare Soil

Alfalfa

Alfalfa Mix

4
10
17-18
40
52
66
67
3
15
20-21
39
49
55
g
23
25
42
53
56‘
5
44
54
11
24
38
57
16
26
27

Fields Used for
Determining

Fields Used for
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variation in the two figures, cansed at least partially by the noise in the data and by rapid local
changes in reflectance of the fields. Some of the changes are caused by the scanning; since the
instantaneous field of view of the scanner is small enough to produce aliasing at 1000 ft. There-

fore, we used Eqs. (38) and (39) (the quadratic formulation) to compute the U-V corrections.

In Fig. 55, we have a plot of the scan angle effect as seen in the means of six soybean
fields for scanner channel 1 (0.40-0.44 um). In each field, the along-track averages of the data
‘for the 10 channels was computed, and these averages were plotted as a function of scan angle.
It appears that there is a general trend followed by all of the fields, as well as some field varia-
tidns. In fact, the variation over any one field with scan angle exceeds the field-to-field varia-
tion at constant scan-angle.

In Fig. 56, the same fields are shown after the U-V corrections were applied. The isolated
points are believed to be caused by noise bursts in the data introduced during the A-D process.
The fields are shown to exhibit much less scan angle effect than before correction. In these
data, the field-to-field variations are larger than the scan angle effect observed in any one field,
which is just the opposite of the effect observed in the uncorrected data. Generally, a desirable
goal for scan angle correction would be to make the scan angle effect somewhat less than the
field-to-field variations. Usually, refinements in the correction beyond this criterion will not
be reflected in the recognition results.

»

In Figs. 57 and 58, we see for six corn fields the same kind of plots as Figs. 55 and 56.
The trends observed in the soybean fields are clearly repeated. Our plots show the scan angle
effect directly, so it is evident that the U-V correction does reduce this effect. A much less
sensitive method of testing for the removal of the effect is to use recognition results. The intra-
field and interfield variations tend to cbscure the improvement gained by the scan angle cor-~
rection. The U-V correction would not remove all of the limitations {o perfect recognition.
Still, it is desirable to see the effects of the U-V correction on recognition, not as a measure
of U-V effectiveness, but rather as an indication of how well data can be recognized before and
after corrections. This knowledge would be useful in deciding whether correction should be

applied and in predicting the resultant improvement in recognition capability.

Recognition results were obtained for both the 1000-ft data and the 5000-ft data for the 29
fields. For the 1000-ft data, an area located near the center of the scan was selected to derive-
the likelihood functions used in the maximum likelihood decision rule, in each of the 14 training
fields. Recognition processing was performed: no decision was made for any point for which
the maximum likelihood did not exceed a level calculated to reject one point in 1()3 {assuming

normal data).

This recognition procedure was repeated for the 1000-ft data set in three conditions:
1) as collected: 2) after filtering; and 3) after both filtering and U-V corrections were applied.
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Different decision-rule parameters were used for each of the data conditions, each derived
from the data set for which the rules would be applied. In addition, the 5000-ft data were pro-
cessed as collected and after U~V corrections were applied. For the second condition, the
tikelihood decision-rule parameters were obtained from the 1000-ft data, after it had been
corrected {cqndition 3). The 7 fields that were used for deriving the scan angle correction
were used to correct the 1000~ft rules for use on the 5000-ft data. The procedure was to use

“Eqs. (36) and (37) on the mean vectors of the likelihood rules, with §, and ¢ denoting the 5000-ft
and 1000-ft data, respectively. In this manner, we are directly testing the U-V concept for
signature extension between data sets., The covariance matrices in the lii{elihoad functions were
used without change. Prohably a preferable method would be to change the matrices in accord-
ance with the gain changes in the scanner amplifiers. Another alternative would be to use

measured variances in the channels at a constant scan angle.

A summary of the recognition results is shown in Table 3. The first three columns are for

the 1000-ft data and the last two for the 5000-ft data. The first three columns correspond to
_ data that are: 1)uncorrected; 2) filtered; and 3) filtered and U-V corrected, respectively.

The final two columns are for 5000<ft data that have been either: 1} scanangle corrected and

recognized with the use of the 1000-ft likelihood decision functions with corrected mean vectors;
Cap ;.,,91;52} Anoncasﬁec,ted,,anc_lfrecognized with training sets from 5000-ft data. To obtain the first row,
we simply couunted recognitions in each field. For the second row, a field was assumed to be
composed of the material with the largest number of recognitions. The third row is the average
probabilities of no-decisions in the 29 fields, caused by the maximum likelihood function being
less than the critical value. These numbers reflect the variance changes caused by filtering
ang the variation of the data with scan angle; they also reflect data from material types not
represented in the training sets. Also, the training areas were all tzken near the center of the
scan. The fifth row is similar to the first, except that only the decisions were used, so that all
of the no-decision points were ignored. The last row is similar to the first, although only the
14 training fields were examined. Thus, this row excludes the interfield variations which are

confusion faetors as far as U-V scan angle corrections are concerned.

As we mentioned earlier, several phenomena in addition to the scan angle effect cause dif-
ferences in the table. However, it can be seen that the U-V scan angle correction does indeed
improve recognition capability over the unfiltered condition. We can also see that, to a limited
extent, signature extension between data sets at two different altitudes has been accomplished.

This is best seen by comparison of the last two columns of Table 3.

In order to obtain the resuits indicated, the fields identified as grain stubble, idle, and bare
soil were grouped together, as were alfaifa and alfalfa mix. This was done because the recogni-
tion showed that there was a considerable amount of confusion within the two groups, possibly

caused by the inaccuracy or incompleteness in the ground information.
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We also used the mean value of the data from one field to represent that field, and performed
a recognition using the likelihood decision rules developed from the 14 fields. This method in—
correctly replaces intrafield variations with interfield variations in deriving the decision rule.
When the tests were run, it was found that a large number of fields were not recognized, in the
uncorrected data, especially. The experiment was repeated, with a decizion made by a criterion
that would reject five points in 1020 if the likelihood functions accurately deécribed the inter-
field distributions. The results are shown in Table 4. The'columns are the same as were used
in Table 3. The rows represent correct, incorrect, and no decisions, respectively. One might
- expect the second row to be the same as the second row of Table 3 {majority rule), but it is not.
The difference is caused by the nonlinear scan angle function and by the fact that the recognition

process is nonlinear.

4.3. COMPARISON BETWEEN SIMULATED AND REAL DATA

We can now compare calculations with actual flight data. Model calculations were made for
a sun position, an atmospheric state, and scanner geometry that matched the flight conditions as
-closely as possible. TFigure 59 shows the calibrated spectral radiance as measured by the
seanner over five soybean fields on 4 September 1963, for an aircraft flying due west at an
altitude of 1000 ft. The solid line is the result of our calculations for a wavelength of 0.56 um
normalized arbitrarily at a nadir scan angle of zero degrees. The fact that the actual data -
points do not approximate the almost linear condition represented by the model indicates that
the assumptions used in the model do not completely represent real conditions. One could vary
the state of the atmosphere, and a variation in the density profile would cause a greater change
in radiance with scan angle, but it seems more likely that the omission of bidirectional reflec-
tance in the model accounts for the difference in shépe between the calculated and measured
data.

Figure 60 seems to indicate a more systematic, uniform variation in measured radiance
data than that for the data in Fig. 59. This occurs at a shorter wavelength (0.42 ptm) where
more scattering takes place and hence we can expect the atmospheric effects to be more im-~
portant, that is, the scattering tends to mask the intrinsic variations caused by surface reflec-

tances.

Nonstandard atmospheric states can be taken into account by changing the vertical density
profile of the aerosol distribution and various angular functions can be used to simulate bidirec-
tional reflectance. Therefore, by making minor changes in the mathematical formulation of the
model, to accommodate bidirectional reflectances, one should be able to remove all the known

systematic variations in real scanner data.
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TABLE 3. COMPARISON OF RECOGNITION RESULTS

1K IKF

DATA

1KUYV 5K-5K  5HK-1K

Number of fields with probability of
correct recognition less than 0.5
{out of a total of 29} 14 13

Number of fields with wrong recognition
using majority rule
(out of a totatl of 29) 4 4

Average probabilily of no decision 0.12  0.32

Average ratio of the probability of an
incorrect decision to the prebability of
any decision 0.35 0.20

Numher of fields with more incorrect
recognitions than correct decisions
{out of a tetal of 29) 12 4

Number of training fields with the . ... . ... . -5 ..
"probability of a correct recognition

less than 509

(out of a total of 14) 6 4

13

021 o001 0.02

0.18 0.45 0.50

13

TABLE 4. RESULTS OF THE USE OF FIELD MEAN FOR RECOGNITION WITH
AN INTRAFIELD LIKELIHOOD DECISION RULE

DATA
1IX IKF  1KUV  5K-5K  5K-1K
Number of correct decisions* 19 21 25 i0 17
Number of incorre.ct decisions 10 "1 3 19 i2
Number of data points not recognized Y 1 1 | o 0.

*Out of 29
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INVESTIGATION TNTO THE SUITABILITY OF '5I‘HE NORMAL LIKELIHOOD FUNCTION FOR
RECQGNITION DECISION RULES ’
Likelihood functions are used in classification decision (i.e., recognition) processes on
mullispectral scanner data. These functions are usually represented by a multivariate normal
(Gaussian} density function, statistical parameters of which are determined for the various
decision classes from subgsets of the data. Last year, tests were made of the normality of
individual subsets of data corresponding to single fields, and all were found to be non-normal
at the 197 level of significance when a standard Xz goodness of fit test was used [ 12] . A review
of that work, as well as a more detailed discussion which is summarized in the remainder of
this section, is presented in Appendix III. A compartson of two maximum likelihood decision
rules was made on the basis of paired receiver operating-characteristic {ROC) curves, one
member of each pair representing a multivariate normal decision rule and the other a rule
based on an empirical density function. For each data set, an alternative hypothesis was
assumed, and the Type I versus Type II errors {probability of miss versus false alarm) were
plotted for different decision levels for each decision rule; see Tig. 61 for a typical pair of
ROC curves. From such curves, a direct comparison can be made between the two likelihood

function decision rules.

The choice of an allernative hypothesis is an important consigoration. If we consider the
data to be points in a hyperspace of which each coordinate corresponds to a transformed
spectral channel, then the question becomes one of where the alternative hypothesis will be
located in the hyperspace. The location and shape of the alternative distribution can be expected
to affect the decision errors. A distribution was chosen that was uniformly located in the hyper-
space. The use of this distribution corresponds to the use of many different separate distribu-
tions located uniformly in the hyperspace. Thus, the results correspond to an average of the
performance that we would obtain using a large number of separate distributions. This choice
of an alternative distribution has the additional advantage of making it bossible to test each data

set individually.

Using first one decision rule, then the other, we found the Type I errors by selecting a
decisionlevel and counting of the percentage of points that were rejected. The Type Il errors
were found by direct calculation. Data points for the alternative were assumed to be located
uniformly throughout a hyper-rectangular parallelepiped, the dimensions of which were set so
that 0.999% of the volume of the Gaussian distributions would be included.

As a result of our tests, we have decided that the use of the normal likelihood function for

individual fields is justified for recognition processing of multispectral scanner data. This
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function is much gquicker to generate and use than the histogram function. Also, the improve-
ment in performance resulting from use of a histogram likelihood function and all of the '
channels is not believed to be significant. More promising approaches are: (1) preprocessing
of the data to compensate for scan angle and similar systematic effects; and/or (2) compenéation
by changing the decision rule parameters. By using the first approach, we would expect the
transformed data to have distributions that would be more nearly normal and, at the same time,

have reduced-variances.
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. 6
DATA-COLLECTION MISSIONS

One primary and two secondary data-collection missions were flown during the summer of
71971 to obtam multispectral scanner data for fiture use in the testing and continued development
of processing techniques to overcome the systematic trends introduced mto scanner data by the

atmosphere, sun position, and scan geometry during area survey operations.

The primary flight was made between two missions flown for the 1971 Corn Blight Wateh, -
and the secondary missions were carried out enroute from corn blight missions. Ground instru-

mentation and reference reflectance panels were deployed during the primary mission.

The chosen test site is located in Ingham County, Michigan, partly on and partly south of
the Michigan State University Agricultural Farm. These areas were chosen because: (1) in-
formation on the types of crops present was to be available from other scurces; (2) they were
conveniently located for coverage enroute to or from the Corn Blight flight line in Indiana; and
(3) space was available for laying out the reflectance panels and setting up ground instrumenta-

tion.

- v S - -

A,

The basm cycle Df coﬁef;ge mcluded one pass at 5000 ft altitude over a 1 mile x 8 mile
area south of Michigan State University (MSU), two adjacent passes over the MSU Agricultural
Farm and campus, and three short passes,each at 1000 ft over areas of special interest. This
cycle was flown on the secondary missions on 17 August and 21 September 1971, but was modi-
fied somewhat for the primary mission. Three additional passes were made on the primary
mission over the instrumented test site at altitudes of 1000, 2000, and 5000 ft. This expanded
cycle was repeated three times, roughly at 9 a.m., 10:30 a.m., and 12 p.m. on 6 August 1971,
Between these groups of passes, six consecutive passes were made over the 1 mile x 8 mile
test area. These passes will provide data with which to evaluate the time~-dependent changes

occurring in the scanner signals and to campare these changes with model calculations.

An additional set of passes was made along flight lines that are perpendicular to the 1 mile
x 8 mile strip and extended over it. Each pass was displaced by one mile from the previous
one, so that an area coverage was obtained in which each pass contains a portion of the area

for which ground information is available.

The ground instrumentation was used to measure spectral irradiance at the surface of the
ground {0.4-1.3 pum), spectral radiance from the reflectance panels, sky radiance at three wave-
lengths, incoming global radiation over the 0.4-to 3-pm wavelength interval, both outgoing short
wavelength radiation and net radiation over bare soil and vegetation stands, surface radiometric

températures, and meteorological parameters.
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7
CONCLUSIONS AND RECOMMENDATIONS

7.1. SIMULATION AND MODELING OF SCANNER SIGNALS

7.1.1. CONCLUSIONS

The principal conclusions regarding the application of the radiative transfer model are:

(1) A model has been developed which accounts for the transfer of radiation through
Earth's atmosphere and the model has been partially verified by comparison of

calculations based on the model to experimental sky radiance data.

(2) The present model is versatile enough to simulate a large number of conditions. Many
of these conditions, which correspond to realistic flights, have been simulated and are

discussed in this report.

(3) The mathematical formalism has also been developed to enable us to correct the actual

scamner data for atmospheric effects and surface bidirectional refiectance effects.

{4) A potential advantapge of the radiative transler model as opposed to an empirical tech-

iwewst 3 2 - =pigue ligs-in.the saving of processing time.

Therefore, we conclude that by using the radiative transfer model one can gain greater insight
into the geometric and physical aspects of the radiometric quantities involved in the analysis of

scanner data.

7.1.2, RECOMMENDATIONS

The radiative transfer model developed during the past two years can be applied to the
simulation of sensor response under realistic flight conditions. One can exﬁect some discrep-
ancies, (as seen in Figs. 59 and 60) to arise as a result of the inherent limitations of the model.
To remove these limitations and therefore bring the medel into closer agreement with actual

conditions, one should consider several improvements in the extension of our model.

We have compared radiances calculated from the radiative transfer model for different
stratospheric aerosel densities; however, the change in radiance, irradiance, and transmittance
caused by a large variation in the tropospheric vertical density profile has not been explored.
The particle size distribution and the aerosol density profile should be varied for investigation
of the corresponding variation in transmittance, irradiance, and radiance, to simulate unusual

weather conditions.
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A surface which is perfectly diffuse {Lambertian) in reflectance properties has been as-
sumed for almost all work done in radiative transfer through planetary atmospheres. The
results of some theoreticzl and experimental studies on the reflectance properties of natural
surface conditions indicate, however, that the Lambertian assumption is not always valid.
Many deviations between mathematical models and actual data could, in fact, be attributed to

failure to consider bidirectional reflectance in the expanded radiative transfer models.

The guestion of how much one surface élement affects the radiance from a contiguous sur-
face element has not been answered satisfactorily, primarily because of the mathematical com-
plexities in the modeling efforts. Nevertheless, a simplified two-dimensional analysis of this
problem has been carried out as described in this report. So far we have only considered single
scattering in the two-dimensional analysis but it might be necessary also to investigate multiple

scattering.

The effect of discrete cloud formations has not been studied in a mathematical model of
radiative transfer through Earth's atmosphere. Previously, detailed studies of the transmit-
tance and reflectance properties of clouds have been done st Willow Run Laboratories [ 13] and

the results of this work should be included in an advanced radiative transfer model.

For this report, we have investigated the interdependencies of irradiance, transmittance,
“yadidnce, and ¥aridus combinations of the'sé on the parameters, visual range, wavelength, scan °
angle, time, and surface albedo. We have seen how the various gquantities are correlated for a
particular atmospheric state. By varying the atmogpheric condition, we should be able to dis-

cern the most important features to be used in a comprehensive, unified radiative transfer

model.

Finally, for normal or standard hazy atmospheres predominantly composed of water, there
is litile absorption in the visual region of the spectrum. However, in certain industrial areas,
a considerable amount of absorption by aerosol particles can take place. Therefore, we must
investigate the overall effects of absorption on the transmittance, irradiance, and radiance in

both the visible and near infrared spectral regions.

7.2. TECHNIQUES FOR REMOVING SYSTEMATIC EFFECTS

T2.1. CONCLUSIONS .

A straightforward method of scan angle correction and signature extension has been devel-
oped and tests have been conducted. The correction scheme should practically eliminate most
systematic data variations cansed by the presence of the atmosphere. The limitations seem to

be noise present in the data and interfield reflectance variations. Theoretically, the
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bidirectional reflectance patterns of the ground covers should alse be a limitation if their angu-
lar properties strongly depend on material type; in the tests conducted to date, this effect was
not noticeable. In deriving the correction functions for scan angle correction, we selected
areas of assumed constant ground cover to derive the correction function. For data set-to-data
set signature extension, the corrections are derived by location of at least two pairs of areas
for which one member of each pair is in each data set, the reflectances of each pair can be
assumed to be identical, but the reflectances of the pairs are quite different. Once the areas

are located, the scan angle correction and signature extension are straightforward calculations.

" An initial test was made to determine whether we could recognize fields by using the aver-
age measured radiance for each field. This method shows promise for large area-survey appli-

cations, although more experience is needed for an evaluation.

7.2.2. RECOMMENDATIONS
The studies performed have led to the following recommendations.

(1) To account for systematic variations in scanner data, the technique of varying the
parameters of the likelihood functions in the recognition process in correspondence
with the.data measurement. parameters and conditions should be.investigated. Pre-
processing was used in the reported tests of scan angle correction and it is an efficient
method when all materials exhibit the same angular effects. This other method pro-
vides theoretical advantages, when scan angle effects depend on material. It also pro-
vides greater versatility and, thus, the potential for more sophisticated processing.
For example, various forms of adaptive processing can be used to aid in recognition
of intrafield variations, bidirectional reflectance differences between ground cover
types, and slowly changing interfield variations. Perhaps, combtinations of the two
methods will prove useful.

{2) The correction methods should be tested on other data, a logical choice being data col-
lected over a larpger area. With this choice, the one-pass multispectral scanner opera-
tion could be extended to an area survey operation. For a large area, the correction
also would have to handle gradual changes in the data not connected with scan angle;

i.e., changes dependent on time and distance.

(3) Interfield variations and methods for handling them should be studied with a larger
data set than the one used for this study. After scan angle corrections, the recognition
capability available at present appears to be limited by such variations.

(4) The length of time regquired for recognition processing should be decreased. Using
presently available digital methods, the time required for the recognition operation

substantially limits the amount of data that can be processed in technigue-development
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and feasibility studies. Undersampling, filtering, and channel selection are now com-

monly used; additional methods are still needed.

{5) There is a need to study data sets and model calculations specifically to determine
whether radiance measured from the edges of fields dilfers sufficiently from that in
central positions to warrant the immediate development of our proposed correction

method for minimizing this effect of the atmosphere.

{6) A model should he developed that would explain the sources of the terms in the co-
variance matrix in order to increase understanding of the physical basis of the varia-

tions in the data, as well as to better match the likelihood functions to the data.

7.3, INVESTIGATION OF DECISION-RULE LIKELIHOOD FUNCTIONS

The ugse of the multivariate normal likelihood function for individual fields in recognition
processing is justified because: (1) it is much gquicker to generate and use than are histogram
likelihood functions; and {2) the improvement that would result from the use of histogram func-
tiong instead is insignificant. More promising approaches are preprocessing of the data to re-

move systematic effects and/or change of decision rule parameters.
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Appendix T
THE RADIATIVE TRANSFER MODEL

This appendix contains a description of the most important aspects of a radiative transfer
model for use in correction of remote sensing scanner data for hazy atmospheric conditions.
1.1. ELECTROMAGNETIC INTERACTIONS

In radiative transfer theory, the most fundamental radiometric quantity is the spectral ra-
diance for a particular state of polarization. In a vacuum, spectral radiance is an invariant,
i.e., it does not depend on distance. Intraversing a medium, however, radiation is attenuated
as a result of its interaction with the particles composing the medium.. Some of the most com-

mon electromagnetic interactions are the followirig:

(1) Elastic scattering
2. Rayleigh scattering by atoms and molecules
b. Thomson scattering by free electrons

c. resonance scattering

i Tadastib-scatfering - T T e 0 < L S g
a. ordinary Compton scattering {energy loss)
b. inverse Compton scattering (energy gain)
¢. Raman scattering by atoms and molecules
d. Mie scattering by aerosol particles

e. fluorescence

{3) Capture

a. line absorption

‘b, photo-ionization

c. inverse Bremsstrahlung

d. photodissocization of molecules
e.- pair production

f. photonuclear reactions

In the visible and near infrared regions of the electromagnetic spectrum, only Rayleigh scat-
tering by atoms and molecules and Mie scattering by aerasol particles are important for remaote
sensing applications. Any aerosol absorption which takes place in this spectral region will vary
slowly with wavelength as opposed to the rapid change in absorption properties in the case of

gaseous absorption.
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I.2. THE ATMOSPHERE

Earth's atmosphere consists primarily of gas molecules such as 02, Nz, HZO’ COz, and O3
as well as aerosol particles, i.e., much larger groupings of molecules having a definite shape.
Typical aerosol particles would be water droplets, dust, smoke particles, or any other semi-

permanent suspension in the atmosphere.

For visible and near infrared radiation, the density fluctuations in the atmosphere act as
scattering centers, and since the wavelength of the radiation’is much greater than the size of a
scattering center, an oscillating electric dipole radiation is created. This is called Rayleigh
‘scattering. The dependence of the intensity of the scattered radiation on wavelength aﬁd scat-

tering angle iz as follows:

Intensity rxx"4(1 + cos? ) ' o (83)

where A is the wavelength of the radiation and § is the angle between the direction of the scat -
tered and incident radiation. It is this strong dependence on wavelength which led Lord Rayleigh
to cqnclude_ that the scattering of sunlight by scattering centers in the atmosphere accounts for
the blue color of the sky. Although this type of scattering does account for the general blueness
of the sky, certain serious discrepancies occur when one attempts to use Eq. {1) to describe the
sky radiation.in detail. In general, the spectral and angular dependence of the gky radiationis
not given by Eq. (1) and the polarization points in the sky do not correspénd exactly with those
as determined from Rayleigh's analysis. Two explanations can usually be piven for these dis-
crepancies: (1) Rayleigh's theory considered only single scattering, but multiple scattering ean
be important, especially in the visible speciral region; and (2) scattering by larger particles

(aerosols) was neglected.

During the past 25 years, much work has been done to remove the discrepancy caused by
consideration of single scattering only. In particular, the efforts of Chandrasekhar [9] and
Mullikin [ 14] have resulted in the climatic achievement of providing an exact formulation for
the radiation field in a homogeneous*, plane-parallel atmosphere with multiple scattering
according to Rayleiph's scattering law. Although the mathematical formalism is rather in-
volved, Coulson et al. [ 8] performed a computer analysis of the equations and determined the
radiation field emerging from the top and bottom of a plane-parallel, homogeneous, Rayleigh-
type atmosphere. Additional work by Bellman and Kalaba [ 15] and Grant and Hunt [ 16] have
yeilded results which give the radiation field in an inhomogeneous atmosphere with Rayleigh
scattering.

* Homogeneous means that the scattering properties of the atmosphere do not depend on
altitude. :
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Unfortunately, the atmosphere is never free of particulate matter, and there is evidence
that the aerosol component is increasing with time [ 17, 18]. Thus, computations based on a
Rayleigh-type atmosphere cannot accurately represent the real Earth's atmosphere. Infact,
in the case of hazy atmospheres, most of the scattering is caused by aerosol particles. The
 theoretical analysis of nonRayleigh-iype atmospheres has not met with the same degree of
sﬁccess as for Ravleigh-type atmospheres, primarily because of the nature of scattering by
aerosols. Instead of following the angular dependence of dipole scattering as in the Rayleigh
case, the angular dependence of radiation scattered by particles the sizes of which are com-
parable to the wavelength of the incident radiation, is a more rapidly changing function of the
scattering angle. This strong dependence on angle is illusirated in Fig. 62, The high degree
of anisotropy characteristic of aerosol seattering is very difficult to deal with mathematically
and certain approximations are needed to solve the problem of radiative transfer in a plane-

parallel, hom ogeneous aerosol atmosphere.

. Assuming that aerosol particles are basically spherical in shape, their scattering, absorp-
tion, and total cross sections and the angular scattering properties (scattering phase function)
can be calculated according to classical electrodynamics. This is called Mie scattering, the
mathematical development of which is given by Stratton [ 18], van de Hulst [ 20], and Kerker
[21]. ¥ one knows the particle size distribution, then one can easily determine the scattering,
“"abgorption, and extinetion coefficients as well as the complete scattering phase function for the ™ -
polydispersion of spherical aerosol particles. We shall deslgnate the absorption, scattering,
and extinction coefficients by a(z), 3(z), and « (z) respectively, where z is the altitude above sea

level,

One quantity of great importance in estimating the scattering or absorbing properties of a
medium is the optical depth, 7. It is defined as

o

T =jx(z)dz (54}
h

where h is some bage altitude above sea level. The total optic:a:.l depth of an atmosphere is
given by
oy
T :jx(z)dz (55)
G

Thus, 7 is a variable optical depth, varying from zero at the top of an atmosphere to its total
value, Ty at the bottom of an atmosphere. For Rayleigh atmospheres, o lies between 0.1 and
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1.0 in the visible and near infrared spectral regions, whereas for aerosol atmospheres g can
be considerably greater than 1.0. The physical significance of optica} depth is that it is a
measure of the number of interaction lengths or mean free paths of a photon of a certain energy.
Therefore, a large optical depth, which occurs at short wavelengths, implies an oplically thick
medium and hence a large number of scatlierings. A small optical depth, such as 0.1, which
usually occurs at long wavelengths, indicates that few scatterings take place. An example of the
relationship between optical depth and altitude for a standard almosphere is shown in Fig 63,
and is shown with the percent deviation in Fig. 64.- Further details on the physical of Earth's
atmosphere can be found in Bulirich [22], Fleagle and Businger [23], Junge [24], and Robinson
[25].

1.3, VISIBILITY .
To remove the effects of the atmosphere on the radiation received by an airborne detector,
we need to define the state of the atmosphere. One measure of the atmospheric state is the

visibility or visual range.

I a black object is moved away from an observer in a horizontal plane, the contrast be-
tween that object and the sky horizon background gradually diminishes until a limit is reached
beyond which the object will no longer be distinguishable. The apparent brightness of the black

object at a horizontal distance, %, from an observer is
= - o k¥ l . (56
BO = Bb(l e } (56)
where B, is the brightness of the horizon and & is the extinction coefficient. The contrast (C)

is defined as

C-= b 0 _ o KX - : (57)
The convention followed for the limiting contrast is that given by Koschmieder [ 4] as 29, i.e.,

C = 0.02. Thus, the range corresponding to this contrast is

_£n50

x, =V {58)

or

(59)

Equation (59) is then a simple formula relating horizontal visual range (km) to the atmospheric

extinction coefficient. The clearest day possible would be.one in which there were no
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particulates. At a wavelength of 0.55 um, the corresponding Rayleigh extinction coefficient is
1.162 x 10_2 kmwl and hence the visual range is 336 km. Actually, however, some haze is al-
ways present and 23-km visual range is taken by Elterman {5] to represent the line between a

clear and a hazy atmosphere. Excellent pictures of the effect of haze on seeing ability from an
aircraft are given by Larmore and Hall [26] for a variety of conditions. The line of demarcation

between a haze and a fog is usually taken to be 1.2-km visual range. A more complete treatment

of visibility is given by Middleton [ 27], and Johnson [ 28].

1.4. THE RADIATIVE TRANSFER EQUATION

In this section, we shall discuss briefly the radiative transfer equation which is used to de-
termine the radiation {ield within a plane-parallel, homogeneous atmosphere with aerosol scat-
tering. A more complete discussion and derivation of the equation is given by Turner [ 2] and
Malila et al. [ 1].

The basic integro-differential equation of radiative transfer for a plane-parallel, homo-

geneous atmosphere illuminated by selar radiation is given by

2r1
aL _y .. m-w_o (1, ¢, u'y $"YL{7, ", ¢")d 'aqs'-w—QE()( ¢, =g, Bg)
“d‘r T fifn ?‘u’ » Mo _"f_’ # 4y srp#"’ pO’ ¢
0-1 - ‘
- (1 - up)B(7) (60}
wheré
E_(7) = Eoe'T/“O : ©1)

L{7, i, ¢) is the spectral radiance at optical depth 7, zenith angle 6 {of which the cosine is 1),
and azimuthal angle ¢. ES(T) is the solar irradiance at optical depth v and p{u, ¢, u', ¢') is the
single-scattering phase function which describes the function of energy scattered from the di-
rection ', ¢' into the direction u, ¢. B{7} is the Planck radiation function and w. is called the

0
single scattering albedo defined as

=™

« (62)

The direct solar radiation enters Earth's atmosgphere with a zenith angle the cosine of which is

By and azimuthal angle ¢0.

For the vigible spectral region, B{7) is usually negligible and wy ~ 1 since there is very
little absorption by either gases or particulate matter. Neveriheless, Eq. (60) is quite difficult
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io solve exactly and has been done only for isotropic and Rayleigh-type scattering. For realistic
atmospheres with an aerosol component, the phase function is highly anisotropic and approxima-
tions must be made to solve the transier equation. One approximation to simplify Eq. (60) is

the following:
plee, ¢, p', ¢7) = F (L - p"B(p - ¢") + BO(u + p")b(m + & - ¢') 63)

where F is the fraction of energy scattered into the forward direction and B is the fraction
seattered into the backward direction. Since scattering by aerosols is strongly peaked in the
forward direction, this approximation seems to be a reasonable one. Use of Eq. (63) in Eq. {80)
permits a solution in terms of arbitrary constants which are determined from boundary condi-

tions. The general boundary conditions are,

(64)

L{@_. “H, lb) =0
2r 1

L(zg, 1, 9) S gﬂ-'p'(u, by -y # N Lirgy -1 87) + Llrg, ~i', 1)]du" g’ (65) ;
0 0 |

where Eq. (64) simply states that there is no diffuse radiation entering the top of Earth's at-
mosphere and Eg. (65) indicates that we must integrate the diffuse and solar radiance with the
bidirectional reflectance over the hemisphere of incoming radiation. If we deal with a Lam-

bertian (perfectly diffuse) surface, the boundary conditions reduce to
E_{0)=0 - B ' (66)

E (7y) = p[}a_(«ro) + 1oEg e'To/’*o] 6%)

where E_(O) is the downward diffuse irradiance at the top of the atmosphere, E_(-ro) is the down-
ward diffuse irradiance at the bottom of the atmosphere, E+(TD) is the upward diffuse irradiance
at the bottom of the atmosphere, E0 ig the direct solar irradiance at the top of the atmosphere,

and ¢ is the hemispherical reflectance of the surface.

Breaking the radiation fields up into two components, an anisotropic one for p =0, and an

izotropic one for p # 0, we can solve for the irradiances at any peint within the atmosphere, i.e.,

0B 14201 - )1
B = g |7 0 T T PO TR - A - e (©8)

#o%g , ' ' -/u 2pp4(1 - M7
E_{r}= -«-—-—m——'uo I {HO (1= )7y - 7 - Lug + {1- _U)TO]Q 0+17 S = NS p)TO (69)
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) o 2pgn(l - )7 0
E (7)= m o + (1= iry - 7)+ 1+2(1 - mQ - p)r, o

where 7 is F/47 and E_(r) is the total downward irradiance.

Having determincd the irradiances, we can now find the radiances by using the approxima-

tion
1, , CEV(D +ENR)
L,y 9 = 0 TELOG = 0o+ G = &) + ELER( + 1@ = o)+ ——gpr—r  (T)

where the primed irradiantes represent the radiation field with p = 0 and the double primed
irradiances represent the radiation field with p # 0. The complete speciral path radiance in

the upward and downward hemispheres are then, respectively

Ey

Tr[uo + (1 - 17)70]

Lot 9= 7
({(1 . ﬂ)TO[p(H, q": nu'oy o+ ¢0) + P(H: (P, _U-OJ (po)] + MOD(M, ¢_); "U-OJ ¢0)

2
2“00 -(70'7)/‘1
T A o | £ Ml & gy T+ dg)

o8- mudp ~(rg -7V -
“'P(I—‘, ¢, -”03 qbo)} - i+ 2(] _ 7])(1 _ p)TO (TO + p)e '(7 + I-l) (72)

Eg
" @lug + (T - nlrgl

LP{T: i Cb)

({(1 - TI)TO[P('#, (}5, “09 T+ ‘1’0) + P(‘Ll, ¢: -’-101 qbo)} + MOP('H, ¢'} _#0; (po)

(equation continued)
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2
2u _
Y1720 -va)(l = p)TO} (-7 {(1 - pl=, &ty T+ )

: 2
' 8(1 - 7)p _
#p-uy & -ug 4} - {aE s n)(lofp)fo}(#e o, H%

wﬁefe the single-scattering phase functions are given by

Ap(;u, G By T+ Py) = pﬁmo - \/(1 - uz) (1 - ug )cos(<i>- t;bo)]

plu, & -l @) =p\:-uu0 + \/(T- uz)(l - ug)cosmﬁ- ¢0}._|1

pl-it, & kg T+ ) = P[“HHO -\/(1 - uz)(l - ug)costqb- ¢0):|

P-p, & -ngs 9) = 1-)[;1;104/(1 - uz)(l - ug)cos@- ¢D)]
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Appendix 1I
DERWATION OF AN EMPIRICAL TECHNIQUE
FOR CORRECTING HAZE EFFECTS NEAR BOUNDARIES

Analyses of scanner data and radiative transfer model calculations have shown that the
material surrounding the material being observed contributes to the received spectral radiance.
[2]. It is because of the atmosphere that some of the radiation reflected from the surrounding
materials is scattered directly into the scanner's lield of view and some irradiates the element
being viewed and is reflected to the scanner. Both compenents are detecfed as part of the tar-
get's radiance and are indistinguishable [rom it. I a white or grey panel is surrounded by
green vegetation, the spectral content of the path radiance resembles that of a green material

and, therelore, the effect has been called green haze,

This appendix describes a mathematical technique which can be implemented empirically
to remove the contribation of the surrounding materials to the observed radiance when they
differ from the material being observed. The fifst step 1s to find a boundary between two dif-
ferent {ields. Il we choose %, ¥ ccordinates so that the boundary is on the y axis, a plot of the
measured radiance across the boundary might be that shown in Fig. 65. Here a and b are the

measured asymptotic values of radiance. We then proceed as follows:

{i) Form {(x}, where:

1) = &5t 1yt v) - 2 28)

{2) Find F(w), the Fourier transform of £(x).

Flo) ={e“j“”‘f(x)dx ' (79)
(3) Form
K(6) = 575 G() (80)

where Gfuw) is a low pass filter corresponding to the desired system bhandpass.

(4) Find the inverse transform of K(w).

KGx) = %J K0 do ®1)

- 0%
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(5) Transform the data by the equation

L'(x, y) =[IL(X -u, ¥ - vik( u2 ¥ vz)dudv {82)
The above algorithm has the pi‘operty that {1) if the radiance can be written as:
L{x, y) = ETp{x, y) + L +JJETp(x', yh{x - x', y - y")dx"dy’ L (83)

where h(x, y) is function that represents the spatial spreading effect of the atmospheric haze,

and (2) if the measurements shown in Fig. 63 were of a surface with reflectance
Py, V) =p, x <0
=P, X 20 (84)
then

L'(x, y) = {1 + H(0, 0)]ETp{x, y) + Lp - : : - . (85)

where H(gvx, wy) is the Fourier transform of hi{x, ¥).

H(0, 0) =j.{h(x, yidxdy, a constant, (86)

and h(x, ¥) is assumed to have radial symmetry, i.e.,

h(x, v) = HOY%E + 2 (87)

We can demonstrate the property mentioned above by assuming Eqs. (83) and (84). We

first write po{x, v) in a one-dimensgional form:
pol%: ¥) = by = £, JUG) + b - (88)

where U{x) is the unit step function. From Eg. (83) we have, for the two steady state values of
L&, vk

ar= ETpa + L0 + ETpaH(O, 0)

=ETp,[1 + RO, 0)] + L . (89)
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b = ETpy[1 + HO, O)] + L,
Combining Eqs. (89} and (90}

b-a= E’I‘(pb - pa)[l + H{0, 0}]
From Eqs. {(83), (88), and (89) we derive:

- - = * - -
Ly, y)-a=ETp; + Lp + ETpy* hix, ¥) ETpa[l + H{0, 0] Lp

=ET(p, - p UK) + U*h, )]
Now from Eqgs. (78), (81}, and {32):

&(x) + hl(x)
S QN

Thus, from Egs. (79) and (B0) we find:

1+ 1-11(0)
LROETER@e

Let us now consider the use of K(w). From Eq. (82) we see that:

A

where Lt denotes the Fourier transform of L. From Eq. (83):

t t

Lt =ETp + Lp&(w) +ETp H

1
= ETp'(1 + H) + L5
After applying K(w), we have

Lt = [eT2 P, 0)] + LS @]et

which has the inverse transform of Eq. (85) for Gl{w) = 1. This completes the development.

(90)

(91)

(92)

(93)

(94)

(95)

(96}

(87)

One additional point should be mentioned. The data are unchanged in the middie of large

fields, since the green haze effect is a local phenomenon.
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Appendix III
AN EMPIRICAL INVESTIGATION INTQ THE
SUITABILITY OF THE NORMAL LIKELTHOOD
FUNCTION FOR PROCESSING MULTISPECTRAL
SCANNER DATA

by
R. B. Crane
W. A. Malila
W, Richardson

Absiract

Likelihood functions are usually used in classification decision (i.e., recognition) processes
on multispectral scanner data. These functions ean be represented by a mulfivariate normal
(Gaﬁssian)-density function, the statistical parameters of which are determined for the various
decision classes from subsets of the data. A comparisdn was made to determine whether or
ot improved classification results could be obtained by use of a different form to represent
the .li‘k.elihood functions, namely, an empirical, multivariate probability, density histdéfﬁrﬁ OEE.J
decorrelated variables. First, tests were made of the normality of the individual subsets of
data, and all were found to be non-normal at the 19 level of significance when a standard chi-
square goodness-of-{it test is used. Operating characteristic curves then were gencrated to
represent decisions made with each form between-each given class and a uniformly distributed
alternative class; 2 uniform distribution was chogen because the results are then least depen-
dent on the choice of the alternative data set. If was found that the probabilities of misclassi-
fication with the two forms were approximately identical for almost every data set, even though
a large number of individual data points were classified differently. It was concluded that the
conventional assumption of a multivariate normal distribution of multispectral scanner signals
from individual fields is sufficiently accurate to warrant its usé in recognition processing

rather than a more complicated empirical distribution function.

II.1. INTRODUCTION

A multispectral scanner is a mapping instrument that collects and stores infrared, visible,

and ultraviolet images in electrical form on magnetic tape. The scanning itself is similar to
that employed by an infrared scanner, whereby the circular scan of the collecting optics and the
forward motion of the scanner provide the two-dimensional scanning pattern. The images col-
lected by the opti¢cs are then separated into wavelength bands by a prism, grating, or
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interference filters before detection and storage for subsequent recognition processing. Either
before or after storage, the signals can be digitized by an appropriate sampling procedure, if

‘digital processing is to he used.

The likelihood function plays an impoertant role in the processing of multispectral scanner
data. [t is used in the Bayesian decision ruie, as well as more claggical rules such as the
Neyman-Pearson, minimax, and maximum likelihood. The likelihood of an observed set of
values is the joint density function for continuous data or the joint probability function for dis-
cfete data. In this appendix, we restrict our attention to discrete data. For the data that are
considered, the likelihood functions are not known, but must be estimated from the data set it-
self. Subsets of the data are chosen from which various likelibood functions are derived, each
function corresponding to a separate decision outcome. Such subsets are often known by addi-
tional information to represent materials to be recognized and are therefore called training
sets. These tests will not include the possibility of interfield variations which cause differez}ces
bhetween the statistics of the training sets and those of other fields of the same class. A con-
venient approximate method of calculating the likelihood function from the data subsets is made
possible by the assumption that the data are generated by a Gaussian or normal process. The
normal likelihood function is completely determined by first- and second-order moments of the
data subsets. Although the normality assumption can sometimes be justified by an application

. -of the central.limit theorem,-that argument.cannot be justified here.

The alternative to the normal assumption that we will consider is that of constructing, from
histograms, an empirical likelihood function {or each subset of data. Each data point of a subset
of data, consisting of the values from the spectral chamnels for each particular sample, is lin-
early transformed into a new set of values. The transformation is chosen so that the values in
any pair of channels are uncorrelated. Histograms are then formed for each of the new chan-
nels, and these histograms, prop_erly normalized, become the new approximation to the likelihood

function.

Practical considerations led to the use of this particular method of deriving a likelihood
function. The likelihood function should represent the datz that are to be analyzed; hence, it is
derived from the same data, The subset hag a finite number of members, as would any subset
used for multispectral analysis; thus, one would not expect exact agreement between data and
the underlying likelihood function. Finally, the histogram method can be justified if two assump-
tions concerning the data are made: 1) the channels are independent when they are uncorrelated;
and 2) each histogram accurately describes the marginal distribution. Because data from sev-
eral sources are to be analyzed, the effect of the {irst assumption, at least for many of the data
sets, can be expected to be small when compared fo the effects of using the Gaussian assump-

_ tion. Infact, the first assumption would be true if the data were distributed normally. The
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second assumption is justified by the limited data analyzed. Since there is going to be an un-
certainty in the estimation of each marginal distribution, that uncertainty is reflected in the
number of intervals of the histograms. The histogram describes the distribution functicn as

accurately as the measurements permit.

NI1.2. PESCRIPTION OF TEST PROCEDURES
The multispectral scanner dﬁta analyzed were obtained from agricultural lields overflown

in two different years, at different locations. The set of 1966 data was collected over one grow-
ing season in Indiana, on a_nd near the Purdue University Agricultural farm. The 13969 data set
was selected from one run over the Imperial Valley in California, Fach set of data corresponds
to one field, with one agricultural crop. Care was taken to collect data from the interior of the
fields, and not to include any boundary samples. Since the present method of processing multi- -
spectral scanner data aésumes that the data are from a normal process, the marginal distribu-
tion of amplitudes of the original data sets were tested for non-normality. In addition, similar

tests were made of the data after transformation by a normalized eigenvector basis.

The non-normality test is based on histograms of the amplitudes in each channel or in each
transfermed variable. By choosing the intervals for the histogram (frequency distribution) so

that each interval is equally likely to be populated by a normal distribution, one ¢an readily

* 'see any §ignificént departures from a normal population, To quantify the non-normality of the'~

distributions, a x?' test is applied to each histogram.

The X2 test for non-normality (goodness of fit) is one of several that could be applied. Tt
was selected because it is convenient to apply, has a well defined, asymptotic distribution, and
provides a quantitative criterion for rejecting the normal hypothesis. The usual }Lz gtatistic
{called X2 } was calculated, and its significance (i.e., the probability of an X2 this large or
larger arising from a normal distribution) was determined from the xz distribution, with the
appropriate number of degrees of freedom. The lower this probability, the less likely there is

a normal distribution; we have used a value of 0.01 as a decision threshold for rejection.

A linear transformation of the signals does not affect the normality of their joint-probabil-
ity distribution, but it can produce a new basis of uncorrelated variables (vectors) for describing
the distribution, There is more than one transformation that will produce uncorrelated vari=-
ables. One, a Cholesky decomposition into triangular matrices, is used in our recognition-
processing algorithms. Another, the eigenvector transformation, rotates the coordinates and
aligns them with the major axes of the signal distribution in N-space for Gaussian data. We
decided to apply the eigenvector transformation to the data to remove any interchannel cor-
relation, in order to perform a scaling for producing unit variances and to test the marginal

distributions of the transformed variables for univariate non-normality using the )(2 test. The
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xz test does provide us with quantitative estimates for deciding when the transformed variables
are not normally distributed, but normality of the marginal distributions is not theoretically
sufficient to prove that the overall distribution is muliivariate normal, even when the variables

are uncorrelated; they must be shown to be independent as well.

After the data sets were tested for normality and histogram likelihood function derived, a
comparison was made between the use of normal and histogram likelihood functions in a deci-
sion process. The comparison was made on the basis of receiver operating characteristic —
(ROC) curves. For each data set, an alternative hypothesis was assumed, and the Type I versus
Type Il errors were plotted for different decision tevels. The Type I and Type II errors are the
errors made when the hypothesis and alternative hypothesis, respectively, are present. From
these curves & direct comparison could be made between the two likelihood function decision

rules.

The choice of an alternativé hypothesis is an important consideration. If we consider the
data to be points in a hyperspace, of which each coordinate corresponds to a spectral channel,'
then the question becomes one of where the alternative hypothesis will be located in the hyper-
space. The location and shape of the alternative distribution can he expected to affect the deci-
sion errors. A distribution was chosen that was uniformly located throughout the hyperspace.
Use of this distribution corresponds to the use of many different separa_t'e distributions locg}ted
uniformly in the hyperspéce. Thus, the results corréspond to an average of the .performanf:e
that we would obtain using a large number of separate distributions. This choice of an alterna-
tive distribution has the additional advantage of making it possible to test each data set indi-
vidually.

I1.3. SUMMARY OF EXPERIMENTAL RESULTS: NON-NORMALITY TESTS

An examination was made of each channel of the data subsets recorded throughout the sum-
mer of 1966 from 38 fields, under a variety of conditions, It was found that 310 of the 456 chan-
nels, or 68%, were non-normal according to our xz test at the 17, significance level. The
resu]ts- of these tests and the conditions of measurement are summarized in Table 5. All of
the channels tested normal for only one field, and that one had two transformed margins that
tested non-normal. None of the fields tested was multivariate normal, as measured at the 1%

leve] of significance.

In a similar manner, we examined data recorded in 1969 from 16 fields in the Imperial
Valley. We found 88 out of 160 channels, or 56%, were non-normal. None of the fields had ail

channels normal. Table 8 shows the number of non-normal channels in each field.

In carrying out the tests, we were careful to account for the discreteness of the data. Be-

cause the data values were in the form of 9-bit integers, the histogram intervals were chosen
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TABLE 5. SUMMARY OF 1966 DATA USED IN EMPIRICAL DISTRIBUTION STUDY

Number of Numhber

Approximate Eigenvalues Negative of Non-

Angle Between Components Normat

' . Altitude Scan Line and ) 2 X/ in Principal Margins

Crop Tape  File Date {1t Sun's Direction 1 2 1/2 Eigenvectar x ¥
Corn 1 16 7/29 700 50 0.287  0.0206 14.42 0 12 2
Say 1 15 7/29 700 as® 0.792  0.0363 21.82 0 12 2
Corn 1 20 7/29 100 850 0.126  ©6.0220 5.73 0 11
Wheat 2 16 6/30 700 50 0.487 0.0108 49.94 0 12 2
Wheat z 18 6/30 700 85° 0.0542 0.0104 5.21 0 B 1
Wheat k1 15 6/30 2000 5° 0.186  0.0939 1.98 o 12 5
Corn 3 16 9/15 700 100 0,121  0.0315 6.06 0 5 2
Soy 3 8 9/15 2000 10° 0.161  0.0362 4.45 0 % 1
Corn 3 19 9/15 2000 10° 0.0403  0.0186 2.7 ] ¢ 2
Soy 3 20 9/15 4000 10° 0.0864  0.0401 2.40 a 1 2
Corn 3 21 9/15 4000 10° 0.198  0.0373 5.31 6 5 ¢
Soy 3 22 8/15 €000 10° 0.1i5  0.0479 2.40 5 iz
Corn 3 23 9/15 €000 10° 0.148  0.0381 3.88 5 12
Corn 3 25 9/15 8000 - 10° 6.0993 0.0282 1.52 5 11
Soy 4 5 6/29 700 0o s 0.0898 0.0255 3.52 0 12 8
Corn 4 6 6/29 700 o° 0.0175 0.0107 1.63 0 g 3
Corn 4 7 6/29 700 45% 0.0235 0.0088 2.87 5 5 6
Corn 4 16 6/30 700 0° 0.0370 0.0073 5.07 1 12 2
Corn - 4 20- 8/30 700 g0° 0.0108  ©.0028 3.86 0 2 0
Soy 4 21 6/30 700 i 0.0599  0.0189 3.17 o 12 3
Corn 4 22 6/30 700 452 0.0302 0.0058 5.21 0 1 2
Wheat 4 25 6/30 700 oe 0339  0.0026 1304 0 12 4
Wheat 5 4 6/30 700 45% 0.124  0.0033 17.6 0 12 5
Corn 5 9 7/27 700 85° 0.0433  0.0119 2.64 ] 5 1
Sov 5 8 7/217 700 85° 0.303  0.0432 7.01 ] 11 6
Cotn 5 12 7/28 7090 202 0.0884 0.0073 12.1 0 6 3
Soy 5 15 7/28 700 990 .+ 0.0537 0.0087 6.17 0 3 2
Corn 5 16 7/28 700 50 0.394  0.0110 35.8 ] 11 8
Corn 5 18 T/28 700 409 0.0031 0.0016 1.93 0 5 0
Corn 5 25 8/15 700 852 0.151  0.0180 8.39 0 11 5
Corn 6 2 9/15 700 15° 0.145  ©.0355 4.08 ] 12 3
Corn 6 7 6/30 700 50° 0.0545 0.0256 2.13 0 12 2
Corn 6 11 6/30 700 40° 0.0221 0.0079 2.80 2 8 2
Corn 6 13 6/30 700 52 0.0447 0.00835 5.26 2 11 2
Wheat 6 16 6/30 700 50° 0.0227 0.0018 12.6 0 it 2
Wheat 6 17 6/30 700 409 0.0905 0.0068 13.8 0 iz 2
Wheat 6 20 6/30 700 5° 0.336  0.0066 50.9 o 12 3
Wheat 6 21 6/30 2000 509 0.0209 0.0019 11.0 ] 7 2
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TABLE 6. SUMMARY OF 1969 DATA USED IN EMPIRICAL
DISTRIBUTION STUDY. {Imperial Valley, California;
3/12/69; 1025 hours PDT; altitude = 5000 ft;
east-west flightline.)

Number

s : of Non-

Principal Eigenvalues Normal

Field N N - Margins

Crop Number -L 2 x y
Rye 21 0.0342 0.0193 10 .5
Alfalfa 29 0,0289 0.0103 8 3
Bugar 39 0.0139 0.0073 2 2
Soil 45 0.0235 0.0110 B 1
Soil 76 0.0498 0.0102 10 3
Soil ' 77 0.0135  0.0053 2 0
Barley - 75 0.0254 0.0077 2 2
Rye =91 7 00312 - 0.0085 4 2
Lettuce 155 0.0179 0.0102 3 0
Soil 156 0.0631 0.0076 6 4
Alfalfa 180 0.0503 0.0161 9 3
Sugar 179 06.0i11 0.0087 2 2
Sugar 190 0.0088 0.0058 1 2
Lettuce 191 0.0461 0.0120 6 3
Alfalfa 205 0.0417 0.0112 10 3
Barley 202 0.0125 0.0113 7 2
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to correspond to an integral multiple of possibie data values. The hypothesized normal distri-
bution in each channel was determined by the mean and variance of the sample, but extreme
points iniroduced during digitization were excluded. In the case of the 1969 data, the dynamic
range of the digitized values was small enough that quantization noise can significantly affect

the non-normality tests.

There is no typical pattern of distribution found among the non-normal channels. Figure
66 shows one of the normal distributions; the extremes of the distribution have been compressed
because of the method of presentation in intervals of equal probability. Figure 67 shows the
distribution of a margin of the data which has a pronounced scan angle effect. The shape canbe
explained, at least in part, by the change of mean signal with scan angle. Figures 68 and 69 are
examples of unsymmetrical and bimodal distributions, respectively.

The analysis of the transformed data yvielded some interesting results, The transformation
was an eigenvector transformation, with the vectors ordered according to decreasing eigenvalue
and weighted so that the transformed variables had unit variance. Thus, the first transformed
variable corresponds to variation in the direction of maximum uncertainty in the untransformed

hyperspace.

Figure 70 is a representative sample of the results of the analysis. It contains the analysis

“of the first two transformed variables for one of the fields of corn. Let us consider the analysis
of the first variable, y(1). The bar éhart on the left shows the number of data points that had
amplitudes within each of twenty ranges. These ranges were chosen so that if v(1) were nor-
mally distributed, as the number of sample points was increased, the percentage of points in
each range would approach 5%. Therefore, the bars would have equal lengths. The first and
last ranges were subdivided into two intervals each, so that any extremely unlikely points could
be shown separately and excluded from the xz test. Thus, the first two lines form the first
equally likely interval, and the last two lines form the fwentieth. The intervals that were used

are shown to the left of the bars in terms of standard deviations from the mean,

In this example, because it is quite apparent that the bars are not of equal length, we might
say that the distribution is non-normal. As noted on the figure, this data set has a large number
of sample points (4077}, a Xz value of 245.06, and a significance level of @ (to 8 places). Since

the significance level is below 0.01, we say that y(1) is non-normal.

The second bar chart for y{1} portrays the form of the probability-density function. Be-
cause intervals of equal probability are used rather than intervals of equal amplitude {deviation
from the mean), the top and bottom of the curve have been compressed relative to the middle
portion. Yet, the skewness of the distribution is quite apparent in this chart, where it might
have been overlooked in the left-hand chart.
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The final two columns of figures shows the percentage and the number of points in each
range, The expecied percentages, assuming normality for the first and last intervals, is 0.005%,,
meaning that 20,000 points would be needed before one value in each of these intervals would be
expected. The percentages for the remaining intervals should be close to 57 if y{1) are nor-
mally distributed.

The two hottom bar charts in Fig. 70 are for y{2) of the same data set. Since the significant
level is greater than 0.01, we say that v{2) is normal. The bars on the left-hand chart have very
nearly the same length. The right-hand chart shows the previously mentioned compression of

the normal curve.

A fiotal of 54 sets of data were analyzed. From the 1969 data, we selected 38 fields (each
with 10 channels of data), and from the 1966 data we selected 16 {each with 12 chamnels); a
total of 616 variables were tested with results as tabulated in Tables 5 and 6. Of these 616,
136, or 22¢, were non-normal, with yv(1) and y{2) (the variables associated with the two largest
eigenvalues) accounting for 71 or 52¢; of the total. The variation of the data in the direction of

maximum eigenvalue tends to be the mosi non-normal.

Since the total rmmber of transformed variables that were classified as nonGaussian is
136, the average per data set’ is'2.5. Only four sets were foumd that had all channels nermal,
while (hree had the maximum number found, six. Thus, it appears that the transformation we

chose did tend to isolate the non~normal variations into a small number of variables.

The results of our xz tests for non-normality of the signature distributions are summarized
in Table 7. The 14}, eriterion used for the tests of the normal hypothesis is quite conservative.
Also, the )(2 tests is not as powerful as more complicated tests would be. Consequently, we
must conclude that a processor designed under the assumption that we have data with normal
statistics is not eptimum for data like those studies here, although we have not yet discussed

the extent ta which this nonoptimality affects recognition performance.

Previous examination of the T00-ft data (Fig. 67) has shown that it has a regular or syste-
matic variation [29]. As seen by the sensor, at this altitude, the fields subtend a large angle.
Thus, there is a scan angle effect present which causes the data to have a mean value that is

angle dependent.

For the low-altitude data we tested, it is appropriate to use a filtering or preprocessing
scheme fo eliminate the scan angle effect. This approach, however, would not completely
eliminate the problem of non-normality. One reason is that the scan-angle efiects, in general
would be reduced but could not be eliminated because of the noise in the data. In addition, we
have evidence that the resulting preprocessed data would not necessarily be multivariate normal.
For example, none of the high-altitude data we tested fully satisfied the simple hypothesis tests
for normality we used, and these data subtended angles much smaller than the low-altitude data
did. 113
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.G

TABLE 7. SUMMARY OF NON-NORMALITY TESTS ON SIGNATURES

Untransformed Transformed
%) (%)
¢, Non- Normal Margins* 65 22
¢, Non-Normal Margins Found in First
Two Variables : 17 52
9, Non-Normal Margins from 700-[i- Altitude
Data 78 24
. Non- Normal Margins from Higher Allitude
Data . - . Lo 47 . - e 20

* Failed xz test at 17 level of significance.
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Iil. 4. SUMMARY OF EXPERIMENT RESULTS: CLASSIFICATION TESTS

The final step in the testing procedure was to compare the ability of the fwo (normal and
histogram) likelihood functions to classify correctly. We found the Type I errors by selecting
a decision level and counting the percentage of points that were rejected using first one, then
the other, decision rule. The Type Il errors were found by direct calculation. Data points for
the alternative were assumed to be located uniformly throughout a hyperrectangular parallele-
piped, the dimensions of which were set so that 0.9995 of the volume of the Gaussian distribu-

tions would be included.

All of the comparisons were made with only three channels of data (after application of the
eigenvalie transformation). The first three channels, corresponding to the largest eigenvalues
were used for some of the comparisons; in other comparisons, the last three channels were
used. When the last three channels were used, there was no noticeable difference between the

results using the two decision rules. This was true for all of the data sets.

When the first three channels were used, there wag a difference in the performance of the
two decision rules for a small fraction of the data sets. The Type II errors were compared for
Type I errors of 0.1 to 0.3. Onily three data sets were found where there was a noticeable im-
provement in performance when the histogram likelihood functions were used. One set produced
 twice the Type Il error rate for the same Type I probability, while the other two had gne and
one-half times the error rate. These ratios could be expected to be reduced if all of the chan-
nels were used. Figure 71 shows the distribution of the first transformed variable for each of
the three data sets. Note the obvious departure from normality. The importance of the two-to-
one ratio of errors depends upon the actual separation between alternative hypotheses in the
decision process. For two hypotheses with close separation belween mean values, this decrease

in performance when the Gaussian rule is used could be significant.

Figure 72 shows the plot of Type I versus Type II errors for the data set with the largest
difference in performance. The top curve shows the performance when we use Gaussian likeli-
hood function in the decision rule while the botiom corresponds to the histogram rule. A
Gaussian scale was used in preparing the graphs. If the data were normal, the normal decision
rule would be approximately a straight line, with only minor deviations because a finite number
{3550) of data points were used to find the Type I errors.

Figure 73 shows the results of the use of the last three channels for the same data set as
was used for Fig. 67. The two curves overlap. The curves in this figure are typical of all of
the curves for which the last three channels of the data were used. The curves were also found
to be typical of the large majority of results from the first three channels. Figure 61 shows one
such graph. The two curves teﬁd to overlap, especially for probabilities of Type I errors in the

range of 0.1 to 0.3. Varitous decision levels were assumed for computation of the points on the
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graph. The same decision level, when used with the two decisian rules, produces different
Type I and Il errors. This can be seen by the location of the plotted points for the Type I error
probability of approximately 0.3. For this example, at the same decision level, 8.17% of the
points were classified differently by the tweo rules, although the two curves appear to overlap.
Figure 74 a, b, ¢ shows the complete set of operating characteristic curves for the 54 data sets

when the 3 largest cigenvalue channels were used.

For all of the curves, the Type II errors are correct within a multiplying factor. Remember
that the uniform distribution was used to generate the Type I errors. Thus, the extent of
values of the distribution is arbitrary, the choice having been made as 2 compromise between
accuracy and computation time. The accuracy is limited by the number of data points avail-

able for our curves, rather than by the extent of the uniform distributions.

1L.5. CONCLUSIONS

As a result of our tests, we have decided that the use of the normal likelihood function is
justified for recognition processing of multispectral scanner data. This function is much
quicker to generate and use than the histogram function. Also, the improvement in performance
that would result from the use of a histogram likelihood funetion and all of the channels, rather
than only three channels, is not believed to be significant. i one were to include the effects of
interfield variations, even smaller differences probably would result. More prbmising
approaches are: (1)} to preprocess the data to compensate for sean éngle and similar systematic
effects (Refs. 2, 3, and 4, Appendix V) and then use the normal assumption in the decision rule;
or {2} to compensate by changing the decision rule parameters. By using the first approach, we
would expect transformed data which had distributions that are more nearly normal and, at the
same time, which had reduced variances.
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FIGURE 74. EXAMPLES OF OPERATING CHARACTERISTIC CURVES WHEN
FIRST THREE VARIABLES ARE USED (Continued)
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FIGURE 74. EXAMPLES OF OPERATING CHARACTERISTIC CURVES WHEN
FIRST THREE VARIABLES ARE USED (Concluded)
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Appendix IV
IMPORTANCE OF ATMOSPHERIC SCATTERING
IN REMOTE SENSING*

R. E. Turner
W. A. Malila
R. F. Nalepka

* Reprinted from Proceedings of the Seventh International Symposium on Remote Sensing of
Environment, Willow Run Laboratories of the Institute of Science and Technology, The University
of Michigan, Ann Arbor, 1971, pp. 1651-1697.
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IMPORTANCE OF ATMOSPHERIC SCATTERING IN REMOTE SENSING,

OR EVERYTHING YOU'VE ALWAYS WANTED TO KNOW ABOUT

¥
ATMOSPHEREC SCATTERING BUT WERE AFRAID TC ASK

R.E. Turher
W.A. Malila
R.F. Nalepka*®

Willow Bun Laboratorles
Institute of Sclence and Technology
The University of Michigan ’
Armn Arbor, Michipgan

EBSTRACT

One's ability in remote sensing to discriminate betwesen
target and background materials on Earth's surface is dlminished
by the prosence of atmospheric haze which scatters and/or
absorbs parts of the radlation. The extent to which the
atmoaphere affects the process of diserdmination depends on
the specific condition of the atmosphere existing at the time
cf ohservation as well a3 on the diserlmination technique
employed. Remote sensing cperations in environmental and
natural science spplications weould benefit from a petter
and more guantitative understanding of the effects of the
atmosprere on discrimination,

Ji T Ta T e T el aias e mea s odga

This paper asks and answers questicns that are of interest
to users of remcte sensor data and presents caleulations
designed to improve one's understanding of radiation transfer
in Earth's atmosphere. The spectral region considered lies
between 0.4 and 3 un. A recently developed radiative transfer
rmedel was used in computing irradisnce, path radiance, sky
radiance, transmittance, &nd contrast transmittance in a
cloudless atrpsphere for a variety of sun angles, viewing
{nadir) angles, sltitudes, surface reflectances, and atmos-
pheric haxe conditions. The results are presented para-
metrically. One interesting result is the effect which
neighbering materials have on the spectral character of a
target as a result of aerosol scattering by the haze.

The model described was developed using radiatlive transfer
theory as applied to a plane-parallel, homogeneous, asrosol-—
filled atmosphere with a swrface, the reflectance of which is
assumed to be perfectly diffuse, The haze content of the
atmosphere is designated by the horizental visual renge at
sea level.

.  WHY SHOULD A USER OF REMUTE SENSCR DATA BE CONCERMED ABOUT' ATMOSPHERIC SCATTERING?

Many problems associated with target recognitlon and image interpretation in remote sensing are
caused by the presence of Earth's atmosphere. One preblem is clearly evident in photographs of the
Earth's surface taken from orbiting spacecraft!. The general bluish tint in many of these photo-

* The work reported in this paper was supported by NASA wnder Contract NAS9-9784.

¥ The authors are employees of: Infrared and Optles Leboratory, Willow Run Laboratories,
Institute of Science and Technnlogy, University of Michigan.

124



grephs arises from radiation that has been scatiered cne or more times by the molecules and
particulate material which conpose the atmosphere. This scattersd radiaticn adds spectral
variations to the received signals which are not truly representative of surface features.

Since most remote sensing operations involve observation paths within or through Earth's.
atmosphere, each investigator must canslder the effects of the atmosphere on the radiation signals
produced by the sensors and on hils use and interpretation of the data. I the atmospheric effects
cn the signals are sericus enough, he should then consider ways and means of reducing or overcoming
these effects. ‘

There are several deleterious effects of atmospheric haze on remote senscr data, whether in
the form of imagery or of electrical signals processed on computers. First, haze reduces the
contrast between adjacent surface features on imagery and mekes the Interpretation of that imagery
more difficult. Fipure 1 illustrates the way that contrasts are roduced on images obtalned in
two spectral bands at 5000-ft. altitude from those at 1000-ft. altitude.

Second, as a result of scattering in the atmesphere, the spectral distributicn of radiation
received by a detector is different from that which originates at the ground surface, i.e., ‘the
atmospheric effects are more proncunced at some wavelengths than at others, For example, in
Figure 1, the effect of the haze is much greater for the wavelength band, 0.55 wm to 0.58 um, than
for the band at longer wavelengths, 0.80 um to 1.0 wm. It is this spectral dependence of scattering
which accounts for the blueness in color photography and color composite imagery taken from highe
altitude aircraft and spacecraft, o

Finally, atwospheric effects can reduce- the amount and quality of Information that can be
extracted from the data by conputer processing. Thab is, the first two effects discussed with
regard to imagery and its Interpretation also are irmportant in the recopgnition processing of
multispectral remote sensor data. The effects of atmospheric haze can reduce the recognition
compuber's ability to discriminate between surface materdals that resemble each other, and can
1imit the extent of the area cover which satisfactory recognition results can be cbtained easily.

2. HOW DOES THE ATMDSPHERE AFFECT HEMOTE SENSOR SIGNALSY

The atmosphere affects visible and near—infrared remote sensor signals in three ways. First,
it modifies the spectral amd-spatial -distributions~of the -radiation dncident on the surfaces being
observed. Second, it attenuates the radiation that passes through it to the sensor after being
reflected by the surface. Third, it adds an extranecus comporent of scattered radiatlon, called
path radiance, to the transmitted compenent., (See Plgure 2).

The total radiance received by a sensor at altitude, h, with nadlr view angle, 8, and
azimuthal angle, ¢, can be expressed as:

L{n,8,¢) = Lp(n,0,9) + L(h,8,¢) (1)

where: I_.I,(h,e,ep) is the transmltted radlance and LP(h,e,¢} is the path radiance. Althoug: net

noted explicitly, these radiances also depend o wavelength, solar zenlth and azimithal angles, the
amount and distribution of haze partlicles and molecules in the atmosphere, and the surface
reflectance. .

The transmitted radisnce is the product of the radiance emanating from the surfaee, here
called the intrinsic radiance, and the transmittance of the atmpsphere, T(h,e}. That is:

Lr(h,a,¢) = L(8,¢)T(h,0) ) (2}
Here, LI(e,¢), the intrinsic radiance of the surface, 1s given by:

PLEEY
L (e,9) = 1 1 w7 {uy$s—u "3 ¢ TL(0 -y 7y ¢ “dduds” (3)

where: L{0,-u",¢") Is the radiance incident on the surface, p“{u,¢,~u",4”} 1s the bidirectional
reflectance of the surface, and u = ¢ose. The primed variables indicate a downward direction, and
the unprimed quantities indicate an upward direction.
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The guantity T{h,8) 1s the transmittance and is given by:

=(r )/
T{h,8) = e ()

where © and 1, ae the optical depth at altitude h and the total optical depth, respectively,
for the atmosphere, and can be determined for any wavelength and atmospheric condl tion.

3, WHY IS A DETATLED RADIATIVE TRANSFER MODEL TMPORTANT FOR REMITE SENSING APPLICATIONS?

One can leamm about afmospheric effects from elther experimental measurenents or theoretical
caleulations with a radiative transfer model, or both. A large number of variables must be
eonsidered, and an extensive measurement or calculation program would be required te get a Al
wmderstanding of the severity of the effects under a wide variety of conditions.

The use of radiative transfer model calculations has several advantages over the use of
experiments: loder cost, rore flexibility, better control, and a freedom to study effects
parametrically. To keep from drawing ervonecus or misleading conclusions from the calculations,
however, the model must be a detailed and accurate one and must be verified by compardson with
experimental data.

A knowledge of atmospheric effects is useful in all phases of remote sensing operations. In
the data collection phase, it can be useful in the specificaticn and design of sensors and in
mission planning. In the recognition processing phase, it ean be ussd to remove signal variations
introduced by the atmosphere thereby making large-area surveys mpre feasible. That is, this
lnowledge may be used directly to specify parameters of preprocessing transformations or may be
wmed in their development through the simulation of sensor data exhibiting various atmospheric
effects. Finally, in the interpretation phase, it can help the investigator better understand
features in imagery and recognitlon maps and extract quantitative estimates of surface rediation
characteristics. .

4. HAVEN'F SCATIERING FHENOMENA IN EARIH'S ATMOSPHERE BEEN UNLDERSTCOOD FOR A LONG TIME?

We are all aware of many beautiful phegomena which.oceur in the sky from time to time, such as
the red and oranpe sunsets, the green flash, the &urora'borealis, #nd rainbows, but by far the most
abvicus phencmerion we notice is the blue sky. Wuhy is the sky blue? Lord Rayleigh? {ound that
the blue color of the sky could be explained by consldering the single scattering of light by
seattering cenbers in the atmosphere. The scattering centers, usually assumed to be molecules, are
actually molecular density fluctuations, the sizes of which are much smaller than the wavelength
of the raediation. If incident radiation is scattered cnce by an inhomogesneity,then, for Rayleigh
scattering, the intensity of the scattered radiation varies as:

I(Rayleigh) = fu(l + 00326) (53

where A 1s the wavelength of llght and 8 is the scattering angle. Thus, we see from {5) that short
wavelength radiation is scattered much more than long wavelength radiation.

Actual measurements of the sky radiation reveal, however, large deviaticns from Rayleigh's
theory. The spectral character can differ strongly from the inverse fourth power relaticnship
glven by (5), and the degree of polarization is also different from that predicted by the theory.

The discrepancies between theory and experiment can be explalned by the following: (1)
Rayleigh constdered only single scattering whereas multiple scattering is alseo limpertant, and (2)
the real atmosphere contains particulate matter which ean scatter radiation In a manner quite
different from that given by (5).

Significant advances were made in radtative transfer theory by Schuster in’ 1806 and by
Schwarzschild®  in 1914 but the exact solution of the multiple scattering problem in plane-parallel,
homogeneous, canservative atmospheres which have a Rayleigh scattering law was found by
Chandrasekhar."  Using Chandrasekhar's thecry, Coulson et 2l.,5 computed the sky radlation for a
Faylelgh-type atmosphere with multiple scatterin% and polarization., The optical thickness
cnsidered, however, was small and only recently® have similar czleulations been performed for
atmospheres of large optical thicknesses.
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In recent vears, the theory of radiative transfer has been éxtended teo include abscrption,’?
inhorr!:‘ugeneit,ic:s,a and internal field calouwlatlons.® In all these investigations, cnly Rayleigh-
type scattering or scattering according to a slightly anisotropic distribution was used, but,
even with these developments, theory and experdiment did not agree, especially for hazy atmospheres
in which scattering by particulate material is predominant.

Thus, we can say that scattering phenomena are now understood for Raylelgh-type atmospheres
wnder special conditicns. Howsver, for a realistic atmosphere, characteristic of Earth's
atmosphere, the particwlate component, typieal of haze, must be taken into account.

5, WHY IS THE RADIATIVE TRANSFLR PROBLEM FOR HAZY ATMDSPHERES SO DIFFICULT TO SOLVE?

As we have just noted, Rayleigh scattering refers to the scattering of electromagnetic radia~
tion by objects much smaller than the wavelengih of the incident radiatioci. In the case of Earth's
atmosphere, the scattering centers are regions where the melecular density fluctuates and, henece,
Revleigh scattering is alsc referred to as molecular scattering. For the theoretieal case of a
pure Rayleigh-type atmosphere, the visibility is very great, about 300 kilometers or more. The
actual atmosphere, however, cansists of a turbiudent nmixture of gases and particulate ratter, a
combination which is valled an aerosol. Typical asrosol particles have radil in the range

l[}'—“L um to 1.00 prn bute can vatry from 10—14 ym ta lO2 um. For radiation in the visible region of the

spectrum, 1t is a particle in the range lO_l um to 100 wm (haze particle) which scatters radiation

most strongly.

If a simple shape, €.g., & sphere, and an index of refraction are assumed for a haze particle,
then classical electromagnetic theory can be applied to determine the cross-section and scattering
properiies of the particle, For the special case of & hamogeneous sphere irradiated by a plane
electromagnetic wave in one direction, standard electromagnetic scattering theory {Mie scattering)
is applicable. 'The results of caleculations show that the cross section for a particle of radius
r is strongly dependent upon the dimensionless ratio 2wr/d, where A Is the wavelength of the
radiation. An actuzl asrosol distribution is, however, a pelydispersicn, i.e., a collection of
particles of varying sizes and therefore an effective cross sectlon must be found for the
distribution.

Although we need the scattering, absorption, and total cross sectlons of the polydispersion,
it is also necessary that we have knowledge 6f the anpular dlstribution of the radiation scattered
by a particle in order to solve the transfer equation. The quantity which deseribes the angular
variation is called the single-scattering phase function, a dimensionless functlon which represents
the fraction of the radiation scattered through the angle 9. Examples of these functions in ters
of wavelength are shown in Figure 3 for a typical haze condition.!? 'The most striking characteristic
associated with zervsol particles is the very high degree of anisobtropy in the scettered radiation
fleld. Typically, the amount of radiztion scattered into the forward hemisphere is ~ 95% with most
of that being within the first four degrees.

The use of such anisctropic functions in radiative transfer problems usually invelves extensive
analysis and conputation. To illustrate, consider the expansion of the phase function in spherical
harmonics, i.e., ;

N

plu=§ (224 1) &, Py(w) (6}
2=0

where p{u) 1s the actual polydisperse phase function, u 15 the cosine of the scattering angle @,
Py(u) 1s a Legendre polynomial, and A, are constants glven by:

1
A, =172 plu) Pyluldy (N
£ 1 £
Using values of the actual phase functien p{u) from Deirmend]izn!® we calculated the
coefficients Aﬂ nurerically and inserted them into BEquatlon 6. The results are shown in Figure 4

where only the backward hemisphere is depicted since there 1s glmost perfect agreement for the
forwar< hemisphers. One must use scme 36 or 38 terms to approximate the actual phase functicn,
whiile anly two terms are needed to represent the simple Rayleigh functio.
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Thus, there are two factors which serve to complicate the problem of radiative transfer in
hazy atmospheres; {1) the uncertainty in the specification of the parameters needed to define an
atmospherie eondltion, and (2) the mathematical conplexities involved in solving the transfer
equation which has a highly anlsotropic phase function,

5. WHICH PARAMETERS ARE USEFUL FOR [ESCRIBING THE STATE OF THE ATMOSPHERE?

Earth's atmosphere consists of semi-permanent gases such as nitrogen, oxyger, and argon and
highly variable conponents such as ozone, water vapor, and agercsols. The latter take on many forms;
water droplets, smoke particles, dust, Numes, ete,. For the purposes of remote sensing in the
wltraviolet or infrared spectral regions, we need information on the atmospheric content of gases
such 25 water vapor, carben dioxide, and czone, since these gases absorb significant amounts of
radiaticn. Radiosonde data can supply the pressure, temperature, density, and relative humidity
data and independent measurements provide data on gassous composition.

In tre visible spectral region, very little shsorpticn occurs by gases or &erosol particles
sa that the primary attenuating mechanism is scattering. Since the tropospheric zerosol is highly
variable in nature, it is desirable to have some informaticn concerming the amount of particulate
material present at times of interest.

One useful parampter for the visible region is the sea level horizontal visual rangs, V.
Assuming & 2% relative contrast betwsen a black cbject and the sky background we have:

Ly - L
Lg

vhere « 1s the extinction coefficlent (lcm'l} and X is a standard diztance. Delining the variable
dlstanes X to be equal te V for this particular relatlive contrast we have:

= X2 p.02 (8}

' m 3.9012 :
V= s (9

a simple relation which enables us to deflne the extinction coeffilelent x for a haze according to
the easily measured parameter visual range (km). C e )

Other parameters can of course be specified to define the state of the atmosphere more
accurately, but from the practical point of view used in renpte sensing spplicaticns, the horizontal
visuzl range will usually suffice.

7. DOES A RADIATIVE TRANSFER MODEL EXIST FOR HAZY ATMOSPHERES?

The mathematical complexities in a radiative transfer meodel arises from attempts to solve the
integro-differential  equation of radistive transfer., The egusation to be sclved for the desceription
of radiative transfer through a plane-parallel atmosphere is the following:

&, @, 2 1
vgs = L, e) - g7 JO J p{T,us¢,u7,¢7)0(T,u",¢7)du"ds" (10)
-1 .

L{t,n,8) is the scalar spectral radiance at an cptical depth, 1, where we define the dimensionless
quantity r to be:

- I c(z)dz ' (1)
h

x(z) belng the extinction ccefficient at altitude z, and h being the base altitude. The guantity
W, is the single-scattering albedo, defined as the ratic of the scattering ccefficlent to the

extincticn coefficient and is usually very close to unity for the visible spectral region. The
function pl{i,u,$,u",¢") 18 the single-scattering phase function which describes the angular
distribution of radiation scattered through the angle x, where

cosy = u p* + V(I3 (I-u"7) cos(e—¢~) (12)
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There are three general methods used to determine the spectral radiance Lit,u,¢). These are:
{1) the classical appivach, in which the radianes finction L(+,u, ¢} and the phazse function are

treated as continuously varying functions of e(=cos"11.) and ¢; (2) discrete space thecry, where
the transfer equation is solved for the radiance at specific angles By 43 and (3) the statistical

technique, i.e., one which makes use of sampling theory such as the Monte Carlo method. The decision
as to which method should be used depends sormewhat on the personal preferences of the investigator
and also on the accuracy desired.

In the classical approach, one can expand the radiance functlons L{v,p,8)} in spherical
harmonics and, using the orthogonality properties, convert the transfer equation into an eigenvalue
provlem. Although the analytical formulation 1s compllicated because of the large number of' terms
reeded, this is one of the gpproaches we are now examining at The University of Michigan.

There are several other methods in the classical approsch, one being the conversion of the
transfer equation inte an integral equation which can be reduced to a Neumann serdes. Each menber
of the series corresponds to a higher degree of scatbering., The main reason why this methed is
rot used often is that convergence of the series is very slow under certain conditions.

Discrete space theory 1s more readily adaptable to corputer methods but is quite time consuming,
especially when inhomogeneous atmospheres are considered.  An exanmple of this method is the
invariant imbedding technigue in which the linear equation 10 with a twe-point bomdary condition
i5 replaced by 2 nonlinear equaticn with an initial condition. Vardous thin layers of an atmos—
pheric medium are added successively until the tobal thickness is optained. Thus, the intermal
f3eld can be cotained for any atmospherdic thickness, but so far the rethod has not been used with
highly snisotropic phase functions that are characteristic of a hazy atmosphere. In this case too,
an excessive amount of computer time is necessary in order to simulate real atmospheres with large
optical depths. ’

The Monte Carlo technigue has enjoyed great success in recent years and has as its most
esirable feature, versatility. That is, cne can simulate many wusual atmospheric and surfacs
emditions easily and hence eliminate the encrmous analytlceal complexities using the other methods.
Infortunataly, much computer time is needed to achieve reasonable accuracy.

Therefore, we can say that, in spite of all the research over the past thirty years or so, no
dketalled, coprehensive radiative transfer model has been developed which ean be applied direetly
to the problems in remote sensing. In order to rectify thls situation, we have developed a
simplified model at Tne University of Michigan and are presently extending the development to
include a large variety of atmospheric and terrestrial conditions.

8. WHAT ARE 1HE CAPABTLITIES OF THE RADIATIVE TRANSFER MODEL DEVELOPED AT THE WNIVERSITY OF
MICHIGAN?

For immediate application to problems of dlscerimination in remote sensing, a2 user needs a
simplified, workable model which can be applied to a wide range of atmospheric &nd surface conditions
with a minimum of computational effort. Our model is especially equipped to deal with plane-
parallel, homogeneous,® hagy atmospherss, under a varlely of situations.

Realizing that aercosol secattering cccurs predominantly in the forward directioen, we can
approximate the phase functlon by a sum of delta functions, i.z.,

plusé,u”s¢") = Fo{u-u)é(¢-¢") + Bs(uru)s{mg -¢7) (13}

where F = {lan and B = #x{1-n), n being the fraction of the radiation which is scattered into the
lforward hemisphere. Inserting Equation 13 into the following radiative transfer eguation:

dL 1 [25 1 - . Es(?)
v L= Ltou - 1 L Dlusd 7,0 10T, 17, 67 )dn "~ e By bym_s8 ) (14)

a

allows us to separate the equation into two simple differential equations. Eé(t) is the attsnuated
solar spectral irradisnce, and uo(= coseo), ¢, ave the coordinates of the sun. Assuming a surface

¥ By homogensous, we mean that the proportions of constitfuents are constant throughout ail altitudes,
even though the actual density varies drastically with altitude. We are présently modifying our
rodel to include inhomogenecus stmospheres.
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reflectance of zero, we solve the equations for the spectral irradiances in the upward and downward
hemlspheres at any optical depth 1. ‘then, assuning a perfectly diffuse surface reflectance, we
Find the radiation field resulting from surface reflectian and combine these irradiances to deter-
mine a "source" radiance, i.e.,

EJ(1) + E"(+)

5 (1%)

L{t,u,¢) = TJ-‘L [E;(f)ﬁ(u—qué(ﬁ%—tﬁH E_‘_(T)G(u+uo)<5(¢—¢o):’ +
o

where here [(t,u,¢) represents the source radiance and is £c be inserted into the integral of
Equation 14. Eguabion 14 can then be solved to determine the spectral sky radiance and the speckral
path radiznce at any point in the atmosphere. The boundary cenditions for the spectral rediance
are:

L(O,-u,¢) = 0 (16)

2r rl .
Llt ,u,0) = J J u‘p’(u,¢.—u’,¢v‘)i(ro,—u’,¢’)du‘d¢‘ (17
: o lo

where p"(u,$,~u",4¢"} is the bidirectional reflectance of the surface ond i(ro,—u‘,cp‘) is the total

{direct pius diffuse) spectral radiance at the surface. It should be noted that for the case of a
perfectly diffuse {Larbertian) surface Equation 17 reduces to

Llrg,me) = £ () (18)

where p is the hemispherical reflectance, and g__(TO) is the total downward irvadiance at the
surface.

Finding the radiance in terms of optical depth 1 inastead of altitude h allows one to medify
the state of the atmosphere without affecting the rediative transfer calcuwlations. In the modsl
currently being used at The University of Michigan, we utilize the cptical depth-altitude-wavelength
relationship as determined by Eltemman!! for visual ranges from Zlan to 23n. The sctual scattering
phase funetions for a haze, taken from Deirmendjian,!® are then used in the soluticn of the radis-
tive transfer eguation. Assuming scme surface reflectance, we can then determine the spectral
radiances in the atmosphere for a variety of conditions. An outline of the general capabilities
of our current radiative transfer program at The University of Michigan is illustrated in Flgure 5,12

The witimate test for the valldity of any theoreticsl model lies in its agreerent with experi-
rent. In Figures 6 and 7, a comparison is made between caleulations made with our model and
experimental data cbtained by Ivanov,i3 Although the surface conditions were rot known exactly,
it was known that the surface was cne of vegetation and, therefore, had a reflectance of zbout 20%.

We are now continuing the development of our radiative transfer model to include a variation
in atmospheric parameters. One long-term variation is 1llustrated in Figure 8§ in which results of
our model were presented for (1) data reported in 1964'% but gathered prior to the Mt. Agpung
voleanic eruption in 1963 and (2) data gathered several years later (1968).15 fThe voloanie
eruptlion added considerable quantities of dust to the stratosphere and, hence, a reduction in
irradiance occurred at the surface. Thus, there is a reducticon in the. wward scattered radiatiom
and the path radisnce is less,

9. HOW DOES THE TRANSMITTANCE IEPEND ON THE ATMOSPHERIC AND OBSERVATION CONDITIONS?

The transmittance function was described in Equation 4. It is & functicn of the various
parameters that describe the path conditions as well as of wavelength. Figure 9 presents plots of
spectral transmittance for several visual ranges. Note that transmittance is smallest for the
shortest wavelengths. A more detailed presentation of the dependence of spectral transmittance on
visual range is given in Figure 10 for a wavelength of 0.55 um.

Both altitude and scan anpgle effect the length of the observation path and consequently affect

the transmittznce., Pigure 11 illustrates the altitude deperndence of spectral transmittsnce and
Fgire 12 illustrates its dependence on nadir scan angle for several visual TANERs .
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10. HOW POES IRRADTANCE IEPEND ON THE ATi‘v’DSPHERIC AND OBSERVATION CONDITIONS?

There are two components of downward Irradiance within Earth's atmosphere, the direct solar
corponent and the Qiffuse downward conponent. As shown in Flgure 13, the dlffuse spectral irradiance
conponent, E (1), depends very strongly on the vertical distributiop of haze partlicles and on the
altituds of the chserver. ‘The total downward spectral irradiance, E__(r), however, exhibits a much
sraller dependence on altitude. :

As the visual range decreases, the diffuse component at any altitude increases as shown in
Figure 14, The curves in this figure suggest that measurements of the diffuse irradiance at twe or
more low altitudes could be used to estimate the visusl renge or haze distribution in the atmosphere.
Plans are being made to incorporate a diffuse irradiance sensor in the Michigan multispectral
alrcraft.

It is well lmown that scatiering 1s more pronounced at shorter wavelengths than at longer cnes.
Figure 15 1llustrates the spectral distribution of irradiance for two visual ranges at an altitude
of 1 km.

Finally, Figure 16 presents ratios of irradiance at glven altitudes to that at sea level for
three visual ranges. Tnis plot is of interest because an irradiance sensor aboard the multispectral
aireraft is frequently used in extimating the irradiance at the ground surface. At an altitude of
3 Wi, there is a difference of about 4% under reasonable clear conditions (V=23 km), a 7% difference
inder moderate haze conditions (V=8 k), and a 143 difference urder dense haze conditions (V=2 k).

13. HOW DOES PATH RADIANCE L[REFEND ON THE ATMOSPHERIC AND OBSERVATION CONDITIONS?

The path radiance term is important because 1t is an additive term that tends to mask the
transmitted scene radiances. As shown in Figure 1Y, path radiance is strongly depsndent on the haze
condition of the atmosphere and on the altitude of the observer.

In a scarning system, the observation path lengthens as the scan angle moves from the nadir.
This increased path length results 1n substantial increases in path radiance as can be seen In
Flgure 18, For many situstions, the path radiance can be an appreciable part of the recelved signal.
The peak valus seen on the V=2 km curve is a2t 8 = 60°, the antisolar angle. That 1s, the cbserver
is locking directly away from the sun. Figure 19§ illustrates the change in shape that occurs when
other sclar zenith angles are cansidered.

A fourth erasph, Figure 20, clearly illustrates the Inferesting fact that the path radiance
depends substantislly on the albedo (diffuse reflectance) of the ground swrface.

12, HOW CAN THE RADIATIVE TRANSFER MODEL HELP ONE UNCERSTAND THE EFFECTS OF THE ATMCSPHERE ON
IMAGE COMTRASTS?

Investlgators have often used a quantity called contrast transmittance to describe the menner

in which the atmosphere reduces contrasts in imagery. The contrast bebween a target material and
its backpround is usually defined to he:

Lt(h) - Lb(h)
clh) = *""L—;('E)—"-' _

where Lt(h) is the target radiance at altitude h, and Lb(h) is the corresponding background radiance.
Recall that, from Equation 2, we have

L (h}

I

Ly (OVE() + Ly(n)

and

L (b} LIt(D)T(h)_ + Ip(h).

Contrast transmittance is defined as the ratio of the contrast, C(h), at any altitude to that
at sea level, C(0). Thus, : .
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Ly (0YT(n)

_Cth) _ b
T ) = S0y T I (O ¥ T, (W)
b
whilech reduces to:
_ i
Tc(h} = T (hY

oL Lj.bto)TZhi
where
Ly fo) MR (0}
b To-

oy = background albedo (diffuse reflectance) and ﬁ__ = total downwiard irradiance. Note that TC

can be defined either spectrally or over a band of wavelengths, and also that it is independent of
the target cheracteristics.

Caloutations of contrast transmittance were made using guantities generated with our radiative
transfer model for a variety of atmospheric and chservation conditions. One normally sees plots
of contrast transmittance versus altitude for various atmospheric conditions {visual ranges) as
shown in Figure 21 for a wavelength of 0.55 wm. For a fixed altitude of 3 lm, the spectral
dependence of contrast transmittance in Flgure 22 reveals the influence of the reflectance spectrum
of the gresn vegetation background surface cansidered. )

A useful presentation of contrast transmittance versus visual range 1s mede in Figuwre 23 for
several altitudes., Note there is little difference in contrast transmittance at a glven zltitude

for visual ranges between 15 and 70 km; the dependence on visual range is greatest at short visual
ranges.

Ancther interesting graph, Figure 24, shows the depesndence of contrast transmittance on the
solar zenith angle. There is a surprisingly strong dependence caused by the increase In path
radiance that occurs as the solar zenith angle approaches 0° and the decrease in surface lrradiance
that occurs for low sun angles.

Up to this point, all contrast transmittance plots have been mads for a green vegetation back-
grownd. Flgure 25, illustrates the dependence of contrast transmittance on the diffuse background
reflectance {i.e., albede). This type of plot can be misleading since T becomes zero for a
background refiectance of zero while, on the other hand, C{0), the contrést beipg transmitted,
pecones infinite according to its definition. This points out the fact that the investigator mst
consider both the irherent contrast in the scene and the contrast transmittance in his interpreta-
tion and analysis.

13. WHAT IS THE PRACTICAL UTILITY OF OUR RADIATIVE TRANSFER MOIEL?

As mentioned earlier, a radlative transfer rodel which properly accounts for the characterisﬁics
of a real atmosphere will be an extremely useful tool for engineers and scientists involved in the
rany aspects of remote sensing, from system desipgn to data analysis and interpretation.

A thorough wnderstanding of the effects of the atmesphere oan the radiation avallable for
detection under the wide range of abmospheric conditions that may exist will permit the design of
new and better resote sensing systems. For data being gathered with presently existing systems,
such a medel will provide a2 means for identifying and possibly reducing the delztericus effects
of atrospheric scatter. Also, hypotheses which have been offered to explain effects noticed In the
enalysis of remotely sensed data can be verified or rejected. An example of the latter use of the
radlative transfer modal is described briefly in the next few paragraphs.

An interesting and perhaps significant effect was noticed while processing and analyzing a set
of airborne multispectral data which was gathered under hazy atmospheric conditions*. Tt was

¥ A more detailed discussion than that glven here can be found in {161,
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determined that, under certain circumstances, the radiance spectrum being sensed from small cbjects
at the receiver assumed the spectral characteristics of surrcunding objects, that is, objects not
in the receiver's instantanecus Tield of view (IFOV). ‘'The resulting signals therefore were not
representative of the cbjects appearing within the IFOV. It is clear that this situation, whenever
it might arise, would sericusly reduce the accuracy of autamatlec recognitlon processing sinee the .
signature of* each class of objects would vary depending on the background in which it was found.

As a part of the investlgation, an attempt was made to extract a quantltative measure of the
spectral path radiance existing at the time of data collection. ‘This was acconplished by utilizing
data gathered over a set of spectrally neutral (gray) reflectance panels which were placed in the
scene, Having measured the reflectance of the panels in the laborstory and extracted the voliage
gererated when viewing them from the alr, it was possible to construct a voltage-reflectance
transfer curve in each of the airbome scanner spectral bands. An extrapolation of each of those
ouprves was carried out and the voltage intercept corresponding to zero reflectance was determined.
Those voltages were interpreted as resulting from viewing an abject having zero reflectance.
Therefore, the radisnce associated with the zero reflectance woltage in each spectral band did not
emanate f'rom objects on the ground which were within the recelver IFOV.

Using sources of standard radiance in the scanner, it was possible to calibrate woltages in
terms of radiance and to convert the zero reflectance voltages to path radiance values. The path
radiance spectrum so computed 1s 1llustrated in Pigure 26 where the vertical lines indicate the
range of uncertainty due to scamer system nolse. ‘The shape of the distribution illustrated,
vwhich has a peak in the green portion and a maxdmum in the near-infrared portion of the spectrum
was initislly somewhat of a surprise. It was expected that the primary source of path radiance
would result from tne direct scattering of sclar radiation into the reeeiver. However, if this
were the case, the path radiance spectrum would have exhibvited a maximum at considerably shorter
wavelengths in the region where the sclar spectrum peaks., This was certainly not true here and in
fact the resulting path radiance spectrum locked susplciously like a reflectance specirum for green
vegetation.

Sinee the reflectance panels were placed 1n a grassy area, several hypotheses which could
explain the computed radiance spectrum were explored in detail. It was [inally determined that a
- single hypotiesis best -explained the computed radisnce spectrum;-namely that radiation from nearby
objects outside the receiver's IFOV (in this case gress) was being scattered into the receiver.

As a check on this hypothesis, our radiative transfer model was employed te calculate the
expected path radiznee spectrum wnder low visibility conditions when viewing a spectrally nsutral
object in a background of green vegetatlon. Although the atmpspherle conditions existing during
the time of data ccliection were rapidly varying and could not be accurately specified it was
believed that the plausibility of the hypothesis could still be determined. The resulis of the
model calculations are i1llustrated in Figure 27 for a l-km altitude. Here again, the path radiance
spectra exhibited local maxima at 0.55 and 0.80 um thereby lending credence to the hypothesis.

An additional effect was noted during the analysis of the multispectral scarner data gathered
on the same day. These data were gathered over an agriculturzl arez at several flight altltudes
to ensble an empirical determination of the effect of flight altitude on the radiance spectra
received when viewing objects of interest to the agricultural community. The mean radlance spectra
received at flight zltitudes of 1000 and 5000 feet for = [ield of bare soil and a field of soybeans
are depicted in Figures 78 and 29. The interesting effect here is that while the entire 1000 ft, -
radiance spectrum for bare soil lies below the 5000 ff. spectrum this is not the case for the
radignce speclra received when viewing the soybean fieid. For the soybean fleld, in the spectral
bands centered at $.71 and 0.80 um, the spectral radiance received at 1000 £t. exceeds that received
at 5000 ft.

Although the existence of such an effect was satisfactorily explained in a gqualitative manner,
the specifie results could have been predicted through the use of the radiative transfer mndel.
Flgure 30 fllustrates the spectral radiance computed using the radiative transfer model for viewing
a small object having a reflectance of 8% surrounded by a background of green vegetation and an
extended background of green vegetation. The results seen here are simlilar to those evident in
Figures 28 aad 29.

Hopefully, the examples illustrated above are sufficlent to provide an indication of the
practical utility of the radiative transfer model. The real advantage of such a model, however,
is that it permits investigations of atmospheric effects not only for conditions that do exist
during the collecticn of any particular data set but for conditlons that, in the mind of the
Investigator, might exist at some futwe time. Beeause of thls, individual parameters may be
varied and the =ffect of thelr variation determined. From this informaticn insight can be gained
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into the results to be expected with present renote sensing systers and lmproved systems can be
designed for the future. ’

In order to further 1llustrate the effects of certain parameters, we include Iin Flgures 31
through 35 exasples of results caloulated of our radiative transfer model. 'These results deson—
strate the variation of transmitted and apparent radiance with altitude, wavelength, and visual
range for a variety of conditions.

1k, WHAT ARE THE FUTURS LEVELOPMENTS OF THE RADIATIVE TRANSFER MOLEL?

Having acecounted for the maln characteristics of radiative transfer in Earth's atmesphere,
one should now take into consideration more subtle effects such as the following:

(1) Influence of background reflectance on target radlance as a result of atmospheri
scattering. ]

(2) Apsorption by aerosols and gases.

{3) HMNanLanbertian swfaces.

(1) Inhomogeneous atmospheres.

{5) Cloud shadows and radiances of clouds.

(6} Unusual atmespheric conditions.

The Influence of backzround reflectance oh target radiance has been suspected for some time
and this can sepiously affect recognltion procsssing of multispectral scanner dsta. Thus, a Two-
direnalonal formilation of the radiative transfer problem is necessary to understand such phenomena.

Apscrption by asrcsols is usually negligible in the wvisible spectral region but can be of
some imortance in the near infrared. 0Ozone absorption is of some irportance near 0.5 um and the
concentration vardes signilficantly with altitude. Absorption by other gases is negligible in the
visible region.

It is comonly asdured that most natural. surfzoes cen be approximated by Lambertian surfaces,
but there do exist cases in which this assunption breaks down. Thus, it is of some impertance to
be able to model surface features with a general bidirgctional reflectance.

Inhomgeneous atmospheres can be modeled by assuming atmospheric layers. This should be done,
especially for the inclusion of ozone abscrpticn.

The presence of clouds can alter the radlance on a given target by elther its own radiance
contribution or by its shadowing effect, Thus, & two-or three-dimensional formulation of the
radiative transfer problem is needzd.

Winally, unusual atmospherdc conditions can be studied by varving the aercscl density vertical
profile. Thus, weather phenomena can be simulated under a wide range of conditions.

With these refinements included in an advanced mopdel, there will result a considerable
improvement in our ability to account for variations in scanner data which result from the scattering
and absorpticon of radistion by Earth's atmosphere.
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FIGURE 1. EFFECTS OF ATMOSPHERIC BACKSCATTER AS FUNCTIONS OF WAVELENGTH REGION
AND ALTITUDE, Agricultural area near Ann Arbor, Michigan; 3 September 1969,
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FIGURE 2. CONTRIBUTION TO RADIATION FIELD WITHIN EARTH'S ATMOSPHERE.

I, = Solar radiance; I_ = Diffuse radiance; I, = Reflected radiance from sun; I, =
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Reflected radiance from atmosphere; IG = Ground radiance; 00 = Solar zenith angle,
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Input Parameters:

Altitude

Wavelength

Visual Range

Sun Angle

Nadir Scan Angle
Azimuthal Scan Angle
Surface Reflectance

¥
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Phase Function
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Oulput Parameters:

" 8pectral Transmittance
Spectral Irradiance
Spectral Sky Radiance
Spectral Path Radiance
Contrast Transmittance

FIGURE 3. THE UNIVERSITY OF
MICHIGAN, RADIATIVE TRANS-
FER MODEL FDR HAZY ATMO-
” SPHERES
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*Note that surfacs albedo during measuremants was not
specilied quantitatively, but from description of ares
T [  we believe it to be approximately 0.2,
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FIGURE 6. DEPENDENCE OF SKY RADIANCE

ON ZENITH ANGLE IN SOLAR PLANE FOR
CLEAR SKY CONDITIONS
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FIGURE 9. SPECTRAL DEPENDENCE OF ATMOSPHERIC TRANS-
MISSION FROM THE SURFACE TO AN ALTITUDE OF 1 km FOR A
NADIR SCAN ANGLE OF 0°

144
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FIGURE 10. DEPENDENCE OF TRANSMITTANCE ON VISUAL RANGE FOR VARIOUS

ALTITUDES. Wavelength = 0.55 pm; nadir scan angle = 0°.
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nadir scan angle = 0°.
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FIGURE 14. DEPENDENCE OF
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FIGURE 21. DEPENDENCE OF CONTRAST TRANSMITTANCE ON ALTITUDE FOR
VARIOUS VISUAL RANGES. Wavelength= 0,556 um grecn vegetation surface; solar
zenith angle = 309; nadir scan angle = 00; azimuthal angle = 0°,
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FIGURE 23. DEPENDENCE OF CONTRAST TRANSMITTANCE ON VISUAL RANGE
FOR VARIOUS ALTITUDES. Wavelength = 0.55 itm; green vegetation surface: solar

zenith angle = 30°; nadir scan angle = 0°; azimuth angle = 0°.
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* Reprinted from Proceedings of the Seventh International Symposium on Remote Sensing of
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versity ol Michigan, Ann Arbor, 1971, pp. 1345-1355.
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PREPROCESSING TECHNIQUES T0 REDUCE ATMOSPHERIC

ANDY SENSOR VARTABILITY IN MILTISPECTRAL SCANNER DATA

R. B. Crare

Willow Run Laboratories
Institute of Science and Technology
The University of Michigan

Ann Arbor, Michigan

ABSTRACT

Multispectral scanner dzta are potentially useful in a
variety of rempte sensing applications, Large-area surveys
of earth resources carried ocut by automated recognition
processing of these data are particularly important.
However, the practiczl realization of such surveys is
limited by & variability in the scamner signals that results
in improper recognition of the data. This paper discusses
ways by which some of this variabllity can be removed from
the data by preprocessing with resultant improvements in
recognition results. : .

1. INTRODUCTION

Errors In recognition maps may be caused by several types of varlability In the slgnals -
received. A certain amount of random varlation within each type of ground cover is inevitable,
Maximun likelihood processing, outlined in Figure 1, has been designed to process such data and has
successfully produced low error recognition maps.

Referring to Figure 1, the nultispectral scarmer records the signals from radlation reflected
or emdtted from the scene below in multiple channels, each charnel corresponding to a frequency
band in the ultra-viclet, visible or infrared region of the spectrum. DMeasurements are made of the
statistics of the data corresponding to training areas, where the ground cover is known a priori,
from ground truth investigation. A likelihood decision rule based oh these statisties 1s used to
process all of the data from the scene and to produce 2 recognition map.

In this discussion, random variability within types of ground cover has been assumed to be
defined by certain statistics which themselves are assumed not to vary. By systematic variation
we nean the variaticon of these statistics themselves. There are a number of possible reasons for
systematic variations, including the follewing: (1) The atmosphere that is present during scanming
is not constant, but varies with both position and time. (2) All atmospheric effects in the data
depend on the sean angle, the scanner altitude, and the amount and distribution of haze particles
present, while some, 1n addition, depend on the sun position and the direction of scan. (3) The
radiation collection and source peometries depend on sun position, scanner altitude, scan angle,
direction of scan, and ground slope, as shown in Figure 2. (4} The scanner itself can introduce
variance through system noise. Also, the gain of the scanner electronics is usually adjusted by
the scanner operator to match the dynemic range of the recelved radiation and, therefore, is not
kept constant Tor all of the data collection.

Thus, we see that there Indeed can be both rapid fluctuaticns and slowly varying trends in the

The work reported in this paper was supported by NASA under ‘Contract NAS9-GTBY4,
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data recelved from identical ground covers, and Lhis varlability has the effect of reducing recogni-
tlon eapability. There is more than one approach that can be taken in accounting for sane of the
variabllity found In multispectral scanner signals to improve recognition results. Cne can use
many training areas that are representative of the varled conditions vnder which data are collected,
but this has the disadvantage of more complex computers or nmore time~consuming recogrition process-
ing 2nd requires a substantial amount of ground-truth information. (me can add auxiliary inputs
that provide a basis for estimating the amount by which the observation conditions (and, conse-
quently, the signals) change and additlonally, or alternatively, apply preprocessing btransforma-—
tions to the data beflore recognition processing.

For several years, persomel at The University of Michigan's Willow Run Laboratorles have been
using preprocessing as part of the data analysis and recognition functicns performed on multispec—
tral scanner data. 'The Michigan analog recognltion processing equipment contains a multifunction
preprocesscr, and several digital preprocessing methods have been programmed and used in digital
recognition operations. It has been possible, using preprocessing, to recognize ground cover in
data sets for which recognition was not successful, or was more conpilcated, when the original dasta
vere used directly. Sane of this work was described at the Sixth Intermaticnal Symposium on Remote
Sensing of the Envirorment, {Ref 11, and other aspects of 1t are described in separate papers being
presented at this Seventh Sywmposium [Refs 2 & 3. ’

The main objective of the current paper is to discuss a generalized carrection scheme whose
purpose 1s o remove systenatic variations from multispectral scammer data. This method is zn out-
growth of the several preprocessing metheds that have been developed snd vsed at Michigan. Another
objective is to summarize and illustrate the use of the more successful of these other methods.

2. GENERALIZED CCRRECTION

Censider the desirable features of an operaticnal system to handle systematic variaticns in
multispectral scammer data. First, an idealized processor would have an optimal likelihood decision
rule that changed in synchronism with the data. Howsver, the likelihood decision rule is not easyY
to Instrument, and it is sufficient for many purposes to preprocess the data to remove systematic
variations berore deriving the llkelihood functions. In this mamer, the likelihood circuitry can
be. invardanc. Second, the preprocessing should be defined and accoamplished automatically, with few,
if any, functions performed by a human cperator. In fact, complets sutomation is desired for a
single data set, corresponding to one overpass of the scarner. 'Third, there should be a small num-
ber ol training areas used to determine the correction functions needed to transfer from date set
to data set. Finally, 1t is desirable that the method not depend upon Mnowing the atmospheric and
geametric states exactly because the fewer the number of auxiliary measurements required, the easier
the collectlon and correction tasks are to instrument and accomplish. :

In the develeopment of the generalized correctioh, two basic assumpticns are made concerning the
data gathering process: (1) that the scene being scarned contains areas, such as agricultural
fields, that can be assumed to contain uniform, and different, ground covers, and {2) that, ignoring
the ever present noise, we can write the radience signal received by any reflective charnel of the
scarner as:

L(t) = pE(t¥P{z) + Lp('i) - (1a)

vwhere:

T 18 2 parameter denoting the condition of measurement (such as scan angle, distance along
track, or altitude; see Section 3 for more discussion)
p 15 2 reflectance distribution function of the ground cover
E(1) is the irradisnce impinging on the scene
T(1} 1s atmospheric attenuation between ground and scarner, and
Lp(':) is the path radiance cbserved by the scarmer.

Equation (12) can be written for a specific reference value of t, say s
Lr ) = pE(r IT(7 ) + Lp('ro) {1t)

Noting that p 1s assumed independent of 1, 1t can be sliminated between the two eguaticons,
resulting in a linear relaticnship between L{x D) and L{z), thus
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L(To) = L{tYU(r) + V{1) (2}

where U{j:,to) ard V(‘r,‘ro) are functions aof E{ro), T(Tg), Lp(ro) and E(t), T(t), LP(T). The exact

functional dependences of U{r) and V(1) on these quantlties are wnimportant since we intend to
determine Ult) ard V(1) empirically from the data itself. What is important is that UCt) and V{z)
are independent of e.

An interpretation of Equation (2} is that the radiance measured under condition 1t can be con-
verted to the value that would have been measured under condition L. by using U{r) and V{1). The

corrections functicns U(r) and V(1) are to be determined directly fran each data set by using
signals received fram areas having uniform ground covers. The observation of cne material {l.e., &
certain value of o) under condition 1 and under condition T provides a particular pair of vaiues

L(ro) and L(t}. Two such pairs of cbservations provides the data for a simultaneous solution of
equations to determine U(r) and V(r}. Ideally, many pairs of L(TO), L{1} values will be obtained

end will te used te determine U(r) and V(t) by a regression based on averages over the data. The
averaging process reduces the effect of nolse and minimizes the effect of irregularities in the
reflactance properties of the materials used. Note that the identity of the ground cover in these
areas need not be known, and that the correction functions apply to all surface materials.

Because the transformation uses the In-scene reference areas, it does not require a knowledge
of the particular atmospheric state present. It removes the smooth variation introduced by the
atmosphere, but does not ranove the atmospherie effects at the reference condition. Processing is
improved because the ground truth data will have the same reference ztmosphere, Correction function
to transfer from scene to scene will be determined by taking advantepe of temporal and spatial con-
timuity or by using a few areas known to be of the same composition and condition in palrs cf
SCenes.

The procedure that has been followed in the development of a generalized correction can be
surmarized as follows:

(1) Assume a model for the remote sensing proress along with constraints on the physical
situation. :

(2) Decide where the corrections are to occur, vasically by modifying data (preprocessing)
or modifying the decision rule.

{3) BRelate the signal or processes at all values of 1 to the signal at the reference condi-
tion. From this point on, the form of preprocessing or the form of modificaticn of the
gdecisicn rule is forced by the model and assumptions.

The physical model may be expanded and gereratized to cover more cases, and this basic proce-
dure will then be follcwed agaln. As an example, reczll that in Equation (1), the reflectance
furction, p, is independent of the parameter, t. If we consider 1 to be the scan angle, this might
mean that a@ll surface materials must be diffuse reflectors in order for the transformation to be
effective., However, it can be shown that the transformation has more general applicability. For
example, if p is not independent of T for all materials, but can be approximated by

o p*Kl('r) + KE(T) {3)

where Kl(ﬂ and K;_,(r) are independent of material and o¥ 15 independent of 6, then the corrections

pased on the signal formulation, Equation (1) are still valld but the quantities in the equation
tecome apparent rather then measurable. This means that, even if the reflectances of the materials
deperd on scan angle, the transformation will account for them as jong as the dependence is the
same or can be adequately approximated by the form of Equation (3).

As z third example, we can generalize the physical model to include the scattering of radiation
from neighboring resclution elements into the line of sight. This has the effect of making the
apparent color cf each resclution element more like its neighbors.

The physical model can be represented by:

L{x,¥,1) = p(X,¥)E()T(x} + Lp (1) +ffE(r)T(f}p(x',y‘)H(x-x‘,y—y‘,r) ax' dy' {4
o .
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‘The term Lp {1) is the part of the path radiance which arises from scattering of solar radiation
o]
from the atmosphere, independent of the reflectlions off of the ground cover. e double integral
is the contributien from the nelghboring resclution elemsnts. The function [8(x-x', y-¥') +
H(x-x', y-y")] can be regarded as a filter cperating on oET. The problem of defining an inverse
Tilter which will recover the original shape of the function p(x,y} is being studied. It has been
found that the signal vartation betwsen two large flelds contains encugh information to define this
inverse filter. ’

Note that near the middle of large fields there is no noticeable effect of the boundary.
Mathematically this is expressed by setting p{x', y') equal to a constant. Equation 4 then becomes

@

Lix,y, 1) = e(xyEOT) | 1+ ” HOxx', yoy',acay’ (5)
Q

—

This equation has the same form as Bquation (1) (i.e., linear in p and o 1s Independent of 7}
so that the U(x)} arnd V(1) correction could be caleulated from data from just the middle of fields
far from boundaries. The inverse filter can be designed so as to correct all values, Including
the values near boundaries, to that which would have been observed if the point had been In the
- middle of large fields. Once again, we have assumed a physlcal model, and solved for a formula
which would zllow us to convert all data to a reference condition; in this case, the chosen reference
conditieon is the middle of large field.

3. USES OF GENERALIZED CORRECTTON

In Flgure 4 we outline the uses for the generalized correction method, The first use menticned
is to correct for the scan angle effect, where the statistics of the data are functions of the scan
angle. This effect 1s especizlly noticable when the data is collected through a hazy atmosphere
and the scarming plane includes the position of the sun. Without corrsetion, this effect can make
data virtuzlly useless. In order to correct the data, we let the parameter v correspond to the
scan angle and L to a reference angle, such as the angle when the scarmer 1s pointed vertically
dowrward. S . .

If we let 1 be the along-track distance, we are correctlng the data for slowly varying atmos—
pheric conditions. This is equivalent to expanding the scan angle correcticn into a two-dimensional
problem, because if the atmosphere changes sufficiently to be measurable in the-along-track
direction, the scan angle correction might be different and should be recomputed.

) With scattered clouds present during data collection, the irradiance of the ground will differ
in the sunlit and shadowed aress. Without the generalized ¢orrectlon separate training areas are
needed for Lhe two irradiance conditions, and the locations of these would not be known before data
collection. CGCeneralized correction provides a methed of data processing with only one set of
training areas. Note, that this is eguivalent to expanding the scan angle correction to a two-
dimensional problem, because the scan angle correction may be dependent cn the presence or absence
of clouds.

Similarly, the generalized correction provides a means of using the same training set, and hence
the same processing, for data sets taken at different altitudes or on different days. The atmos-
phere will affect the data dlfferently when taken at two different altitudes, simply because more
of the atmosphere is in the transmission path at the higher zltitude. Day to day atmospheric and
11lumination eonditions cannct be expected to be constant. The use of the gensralized correction to
systematically tie together the data from day to day has much practical value, especially in large
area surveys, which may continue day after day. In order to make the correction 1t is necessary,
as a minimum, that there be an overlap reglon containing two different ground cover types. The
particular ground covers do not have to be identified as to type. A single set of training areas
may be taken scattered throughout the different days or a1} on cne day.

The next extensicn past day to day corrections is the correction af all data to a common
condition and the accumulation of this data intc a data bank. Then possibly a minimum of two
differen. ground covers may be identified in a nsw set of data, and used to relate the new data
to the data bank, The signatures for all other types of ground covers may then be taken from the
data bank.
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4. RELATIONSHIP TO PAST UNIVERSITY OF MICHIGAN EXPERIENCE

The develcpment of the generalized approach described above has been stimulated by the success
of a number of preprocessing technigues used at the University of Michigan in recent years.

Bach of these techniques was developed to respond to particulsr types of variation noted In
particular sets of data. We group these techniques inte inferentlal, predetemmined, and adaptive
categories, as shown in the table, Figure 5.

In the category inferential we include those types of preprocessing which require ancillary
measurenents to obtain some information about the conditions of reasuremeni. of the primary data.
Usually some physical model would be used to establish a relationship between the ancillary
measurements, the conditions of measurement and the correcticns to be applied to the primary
scanner data. Detalled physical models of radiation trensfer in the atmosphere are described in
Reference & and 7.

Exarples of ancillary measurenents which might be used to supplement the data are estimates
of visual range, measurements of altitude of senscr aiveraft, and measurements of temperature and
humidity. One type of ancillary measurement that has been available for several years is the sun
sensor on top of the University of Michigan aircraft. This sensor provides a measurement, in each
spectral channel, of the downward irradiance at the altitude of the alrcraft. It seems reascnable
to assume, and indeed it has been shown from detailed modelling studies, that both the radiance
reflected from the ground and the path radiance (radiation scattered inte the cbservers line of
sight), are proportional to the irradiance at the aircraft. Therefore, a reasonable normalizaticn
to pursue is to divide the signal in each charnel by its associated sun sensor signal. This will
returm all signals fto a reference 1llumination conditicon, at the altitude of the aircraft. Further
discussion of the operation of the sun sensor with examples is given in Reference 4,

Certain types of preprocessing transformations may be used which cperate only on the primary
multispectral scanner data and which once chosen, are applied to every data point in a definite,
predefined way, independent of surrounding data peints or variations in the conditions of measure-
ment. All of the predstermined preprocessing transformations so far found to be useful lnvelve
more than one spectral chammel. Generally, in using these transformations, one hopes to tako
advantage of the simularity of variations in adiacent spectral chamels to partially remove the
effects of variagtion in the condifions of measurement.

The specific predetermnined preprocessing techniques which have been used are normalization
by the adjacent channel:

X

o 1
X E (6)
normalization of adjacent channel differences by adjacent charnel sum,
P Wt
A (n
pi i+1
and normalization by the sum of all channals:
X
TR (8)
!

A detailed discussion of the raticnals behind these techniques and examples of their use are
given in References 1 and Y.

In the category of adaptive techhiques we Include all those techniques which utilize informa-
tion obtained from a larger area than the individual resclution element. For example, subtraction
of the darkest object is a technique which requires one to lirst of all explore the data to find
the smallest signal valaes (i.e., to ind the darkest object). 'This smallest value is then
subtracted fram every data point in the neighborhood. If the darkest object 1s indeed non-reflecting
the slpgnal subtracted 1s just the path radiance.

The first exampls of the generalized correction method deserived in section 3 (i.e., as glven
in equation Z} is of course an adaptive method In the zbove sense, since the functlons U(¢) and
V(1) are empirically determined as rugression coefficients from large areas of data. A successful
example of a similar technique applied to sean angle as the variable condition of measurement
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(i.e., 1+8, the scan angle} is given in Relerence 3. Using several types of fields a multiplicative
correceion function U(e) was established so that all the L{§) observations could be retumed to a
reference condition, thus:

L{6,) = L(6)U(8) (9)

The function U{s) was manually fitted to the data, leading to successful compensation for scan angle
effects in the data without the necessity of an additive function, V().

A peculiarity of the data set, upon which this correctlon was performed, was that the atmos-
phere was very clear and there were major variations of ground slope over the scene; and so the
path radiance was assumed te be small, and the path transmission was neardly unity. The multiplica-
correction therefore was prebably corrpensatmg primarily for the geometry of {llumination combined
with varlation in the slope of the ground.

5. SUMMARY

The recognition capability of the multispectral scarmer remote sensor is degraded whenever
changes in the data are induced by atmospheric, geometric, or scarner sensitivity effects. Various
methods have been used to reduce these effeets, wlth varying degree of suceess. As an ocutgrowth
of these efforts, a generalized correction has been developed with features of several of the
previous methods and is being adapted to an automatic data processing capabllity.

The generalized correction can start with any model of the sensing process, with the vector
T baing used to describe any or all of the conditlons of measurement, scan angle being one of
these. The equation describing the sensing process can then be put in the form of a correction
function vhich retums all signals to a reference condition, t. The functions of 1 which result,
such as U(t) V(1) and H(x,y,1), dsscribed in Section 2, are thén determined empirically from the
data using standard technigues of regression analysis. Thus, the gereralized correction tecnnique
1s really a systematic procedure for developing and applying preproccessing slpprithms. It 1s heped
through this preocedure to eliminate much of the manual and human analysis previously required for
the successful application eof preproeessing technlques.
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FIGURE 2. MULTISPECTRAL DATA COLLECTION OPERATIONS
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| Li('r) = piE('r)T(T) + Lp(T)

Li(x, y) = p(x. y)ET + Lp + E'I‘ffp(x', yOH(x - x'. y - y)dx'dy’

FIGURE 3. ASSUMED PHYSICAL MODEL .
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L(7) = L(U(r) + V(7)
where
L(‘-"’o) = radiance at reference condition 7
T = parameter denoting condition of observation

U(7) and V(7) = correction functions independent of materials

Useful in Correcting for:
--- Scan-Angle Effects _
--- Illumination Changes Alonlg Flight Line
--~- Cloud Shadows
--~ Altitude Effects

--~ Day-to-Day Changes In Atmospheric and
Illumination Conditions

--~ Changes Required to Use Data Bank

 FIGURE 4. GENERAL PREPROCESSING TRANSFORMATION
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Appendix VI
LIST OF RELATED REPORTS

Miller, L. D., The Investigation of a Method for Remote Detection of Life on a Planet, Report
No. 6590~4-F, Grant No. NsG 715, Willow Run Laboratories of the Institute of Science and
Technology, The University of Michigan, Ann Arbor, November 1865,

George, D, and T, Limperis, Unusual Reconnaissance Concepts (Interim Report), Vol, 1I:
Sources of Experimental Errors in Spectrophotontetric Measurements, Report No. 5608- 33-
P(il), AFAL-TR-85-331, Willow Run Laboratories of the Institute of Science and Technology,
The University of Michigan, Ann Arbor, January 1866, AD 481 796, RC019423,

Ulrich, J., Unusual Reconnaissance Concepts (Interim Report), Vol. III: A Bibliography of
Recenl Contributions on Electromagnetic and Acoustic Scattering, Report No. 5698-33- P(Til),
AFAL-TR-65- 331, Willow Run Laboratories of the Institute of Science and Technology, The
University of Michigan, Amn Arbor, January 1866, AD 481 817, )

Lowe, D. and J. Braithwaite, "A Spectrum Matching Technique For Enhancing Image Contrast,”
J. of Appl. Opt., Vol. 5, No. 6, June 1966,

Target Signature Analysis Center: Data Compilation, Report No. 7850-2-B, Willow Run Lab-
oratories of the Institute of Science and Technology, The University of Michigan, Ann Arbor,
July 1966, AD 489 698,

Second Supplement: Report No, 8492-5-%, July 1867, AD 819 712,
Fifth Supplement: Report No. 8492-15-B, August 1968, AD 840 091.
Addendum: Report No. 8492-26-B, October 1968,

Seventh Supplement: Report No. 8492-35- B, January 1969, AD 856 343,
Tenth Supplement: Report No. §492-49-B, J{le 19638, AD 864 857,

Braithwaite, J., Dispersive Multispectral Scanning: A Feasibility Study (Final Report), Report
No. 7610-5-F, U.5.G.5., Department of Interior, Contract No. 14-08-001-10053, Willow Run
Laboratories of the Institute of Science and Technology, The University of Michigan, Ann
Arbor, S8eptember 1966.

Lowe, D. 5., J. Braithwaite, and V. L. Larrowe, An Investigative Study of a Spectrum-Matching
Imaging System (Final Report), Report No. 8201-1-F, Contract NAS 8-21000, Willow Run
Laboratories of the Institute of Science and Technology, The University of Michigan, Ann
Arbor, October 1966.

Holter, M., Sensing and Interpretation Techniques, Annals of the N. Y. Academy of Sciences,
Vol. 140, Art. 1, December 1966. :

Olson, C. E., Jr., Optical Sensing of Moisture Content in Fine Forest Fuels (Final Report),
Report No. 8036~ 1-F, USDAW-1209- FS-66, Contract 13-220, Willow Run Laboratories of
the Institute of Science and Technology, The Universily of Michigan, Ann Arbor, May 1967,

Olson, Charles, Jr., "Accuracy of Land Use Interpretation from Infrared Imagery in the 4.5
to 5.5 Micron Band," Annals of Ass. of Am. Geographers, Vol. 57, No. 2, June 1967.

Thomson, F., Multispectral Discrimination of Small Targets, Report No. 6400-135-T, Contract
DA 28-043-AMC-00013(E), Willow Run Laboratories of the Institute of Science and Tech-
nology, The University of Michigan, Ann Arbor, December 1967, AD 389 761, _

Horvath, R., Multispectral Survey of Arctic Regions, Report No. 1248-1- L, Contract NONR
J996(01), Willow Run Lahoratories of the Institute of Science and Technology, The University
of Michigan, Amm Arbor, January 1568, AD 671 779,
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Ulrich, 4. P., Metallic Reflection, Report No. 8492-21-T, Contract No. F33615-67-C-1293,
Willow Run Laboratories of the Institute of Science and Technelogy, The University of
Michigan, Ann Arbor, March 1868.

Paprocki, C. and R, Miller, Use of Image-Intensifiers For Real- Time Multispectral Viewing,
Report No. 7919-26-T, Willow Run Lahoratories of the Institute of Science and Technology,
The University of Michigan, Ann Arbor, July 1968,

Braithwaite, J., Airborne Mulispectral Sensing and Applications, Proc. of the Society of Photo-
Optical Instrumentation Engincers, 13th Annual Technical Symposium, 19-23 August 1968,

Report No, 6400-137-T, Contract DA 28-043- AMC-00013(E), Willow Run Lahoratories of
the Institute of Science and Technology, The University of Michigan, Ann Arbor, September
1968, AD 842 419,

Ulrich, J. P., The Reflectance of Some Clean and Contaminated Military Paints, Report No.
8492- 32-T, Contract F33615-67-C-1293, Willow Run Laboratorics of the Institute of Science... -
and Technology, The University of Michigan, Ann Arbor, September 1968.

rLarsen, L. M. and P. G. Hasell, Jr., Calibration of an Airborne Multispectral Optical Sensor,

Investigations of Spectrum-Matching Techniques for Remote Sensing in Agriculture, Report No.
1674-10-F, Contract No. 12.14-100-9503(20), Willow Run Laboratories of the Institute of
Science and Technology, The University of Michigan, Ann Arbor, December 1968,

Horvath, R., J. Braithwaite and F. Polcyn, Effects of Atmospheric Path on Airborne Multi-
spectral Sensars, Report No. 1674-5-T, NsG 715/23-05-071, Willow Run Laboratories of the
Institute of Science and Technology, The University of Michigan, Ann Arbor, January 1969.

Poleyn, F. C. and R. A. Rollin, Remote Sensing Techniques for the Location and Measurergent
of Shallow- Water Features, Report No. 8973-10-P, Willow Run Laboratories of the Institute
of Science and Technology, The University of Michigan, Ann Arbor, January 1969, AD 848 054.

Lowe, D. S. and J. G. Braithwaite, Study of Requirements to Calibrate Reconofax TV and RS-1
Infrared Scanners, Report No. 2122-8-X, Willow Run Laboratories of the Institute of Science
and Technology, The University of Michigan, Ann Arbor, February 1968.

Hasell, P. G., Development of an Aerial Background Measurement System, Report No, 2134-8-F,
Willow Run Lahoratorics of the Institute of Science and Technology, The University of Michi-
gan, Ann Arbor, March 1969.

Bornemeier, D., R. Bennet and R. Horvath, Target Temperature Modeling, Report No. 1588-5-F,
RADC TR 69-404, Willow Run Laboratories of the Institute of Science and Technology, The
University of Michigan, Ann Arbor, December 1969.

Braithwaite, J. G., L. Larsen and E., Work, Further Infrared Systems Studies for the Earth Re-
sources Program, Report No, 2122-4-F, Willow Run Laboratories of the Institute of Science
and Technology, The University of Michigan, Ann Arbor, December 1969,

Higer, A. L., N. 8. Thomson, F. J. Thomson and M. C. Kolipinski, Applications of Multispec-
tral Remote Sensing Techniques to Hydrobiological Investigations in Everglades National Park,
Report No, 2528-5-T, Willow Run Laboratories of the Institute of Science and Technology,
The University of Michigan, Ann Arbor, January 1970,

Horvath, R., W. Morgan and R. Spellicy, Measurements Program for Oil- Slick Characteristics,
Report No. 2766-7-F, Willow Run Laboratories of the Institute of Science and Technology,
The University of Michigan, Ann Arbor, February 1970. ‘

Thomson, F., Investigations of Multispectral Discrimination of the Earth Feaiures, Report No.
2528-10- F, Willow Run Laboratories of the Institute of Science and Technology, The Univer-
sity of Michigan, Ann Arbor, April 1970,

Wagnér, T., Automatic Processing and Analysis of Soils and Soil Conditions, Report No. 2760-2-F,
Willow Run Laboratories of the Institute of Science and Technology, The University of Michi-
gan, Ann Arbor, July 1970,
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Burg, W. G. and W, L. Brown, A Study of Waterfowl Habitat in North Dakota Using Remote
Sensing Technigues, Report No, 2771-7-F, Willow Run Laboratories of the Institute of Sci-
ence and Technology, The University of Michigan, Ann Arbor, July 1970,

Bair, M. E., D. C. Cramer and 8. R. Steward, A Gonioreflectometer Facility Using Coherent
and Incoherent Sources, Report No. 1652-24-T, AFAL-TR-70-161, Willow Run Laboratories
of the Institute of Science and Technology, The University of Michigan, Ann Arbor, August
1970, AD B74 434.

Anding, D. and R. Kauth, Atmospheric Effects on Infrared Multispeciral Sensing of Seasurface
Temperature from Space, Report No. 2676-4-P, Willow Run Laboratories of the Institute
-of Bcience and Technology, The University of Michigan, Ann Arbor, August 1970,

Analysis of Polarization and Thermal Properties of Targets and Backgrounds, Report No.
3221-11-P, Contract No. F33615-70-C-1123, Willow Run Lahoratories of the Institute of
Science and Technology, The University of Michigan, Ann Arbor, August 1970.

Braithwatite, J. and E. Work, Optical Transfer Techniques for Orbital Scanners, Report No.
3165-21-T, Willow Run Laboratories of the Institute of Science and Technology, The Univer-
sity of Michigan, Ann Arbor, March 1971,

Larsen, L., Detector Utilization in Line Scanners, Report No. 3165-29-T, Willow Run Lahora-
tories of the Institute of Science and Technology, The University of Michigan, Ann Arbor,

© August 1971.

Kriegler F. and R. Marshall, A Prototype Hybrid Multispectral Processor (SPARC/H) with
High Throughput Capability, Report No. 31650-23- 7T, Willow Run Laboratories of the Institute
of Science and Technology, The Universily of, Michigan,: Ann Arbor, March 1971,

Marshall, R. E. and F. J. Kriegler, Data Display Requirements for a Multispectral Scanuer
Processor with High Throughput Capability, Report No. 3165-28- L, Willow Run Lahoratories

of the Institute of Science and Technology, The University of Michigan, Ann Arbor, July
1971,

Braithwaite, J. Calibration of Multispectral Scanners, Report No. 3165-27- L, Willow Run Lab-
oratories of the Institute of Science and Technology, The University of Michigan, Ann Arbor,
September 1970,

Malila, W. A, R. B. Crane, C. A, Omarzu, and R, E. Turner, Studies of Spectral Discrimination,
Report No. 31650-22-T, Willow Run Laboratories of the Institute of Science and Technology,
The University of Michigan, Ann Arbor, May 1971,

Nalepka, R., H. Horwitz, and N. S. Thomson, Investigations of Multispectral Sensing of Crops,
Report No. 31650-30-T, Willow Run Laboratories of the Institute of Science and Technology,
The University of Michigan, Ann Arbor, May 1971,

Brown, W., F. Polcyn, A, N. Sellman, and 5. R. Stewart, Investigation of Shallow Water Features,
Report No. 31650-31-T, Willow Run Laboratories of the Instifute of Science and Technology,
The University of Michigan, Ann Arbor, August 1971,

leeman, V., D. Earing, R. Vincent, and 8. Ladd, The NASA Earth Resources Spectral Infarma-
tion System: A Data Compilation, Report No. 31650-24-T, Wiilow Run Labaoratories of the
Institute of Science and Technology, The University of Michigan, Ann Arbor, May 1971,

Earing, D. and V. Leeman, NASA/MSC Earth Resources Spectral Information System Procedures
Manual, Report No. 31650-32-T, Willow Run Laboratories of the Institute of Science and Tech-
nology of The University of Michigan, Ann Arbor, Printed 1971,

Vincent, R., Data Gaps in the NASA Earth Resources Spectral Information System, Report No.
31650¢-25-T, Willow Run Laboratories of the Institute of Science and Technology, The Univer-
sity of Michigan, Ann Arbor, March 1971.
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vincent, R., R. Horvath, F. Thomsoun, and E. Work, Remote Sensing Data Analysis Projects
Associated with the NASA Earth Resources Spectral Information System, Repart No. 31650-
26-T, Willow Run Laboratories of the Institute of Science and Technology, The University
of Michigan, Ann Arbor, April 1971.

Erickson, J. and F. Thomson, Investigations Related to Multispectral Imaging Systems for Re-
mote Sensing, Report No. 31650-17~-P, Willow Run Laboratories of the Institute of Science
and Technology, The University of Michigan, Ann Arbor, September 1971,

Erickson, J., Investigations Related to Multispectral Imaging Systems — Final Report, Wiliow
‘Run Laboratories of the Institute of Science and Technology, The University of Michigan,
"Ann Arbor, in preparation.

Leeman, V., R. Vincent, and S. Ladd, The NASA Earth Resources Spectral Information System:
A Data Compilation First Supplement, Report No. 31650-69-T, Willow Run lLaboratories of
the Institute of Science and Technology, The University of Michigan, Ann Arhor, March 1972,

Leeman, V., NASA/MSC Earth Resources Spectral Information System Procedurés Manual,
Supplement, Report No. 31650-72-T, Willow Run Laboratories of the Institute of Science
and Technology, The University of Michigan, Ann Arbor, September 1971. .

Nalepka, R. F., H. Horwitz, and P. Hyde, Estimating Proportions of Objects from Multispectral
"Data, Report No. 31650-73-T, Willow Run Laboratories of the Institute of Science and Technology,
The University of Michigan, Ann Arbor, March 1972.

Malila, W., R. Crane, and W. Richardson, Discrimination Techniques Employing Both Reflective
and Thermal Multispectral Signals, Report No. 31650-75-T, Willow Run Laboratories of the
Insfitute of Science and Technology, The University of Michigan, Ann Arbor, in publication. .

Vineent, R., Rock-Type Discrimination from Ratio Images of the Pisgah Crater, California Test
Site, Report No. 31650-77-T, Willow Run laboratories of the Institute of Science and Tech-
nology, The University of Michigan, Ann Arbor, June 1572,

Vincent, R., G. Suits, J. Erickson, and H. Horwitz, Investigation of Theoretical Methods for the
Optical Modeling of Agricultural Fields and Rough-Textured Rock and Mineral Surfaces,
Report No. 31650-78-T, Willow Run Laboratories of the Institute of Science and Technology,

" The University of Michigan, Ann Arbor, June 1972.

186



11.

12.

13.

14,

15.

WILLOW RUN LABORATORIES

REFERENCES

. W. A. Malila, R. B. C;ane, C. A. Omarzu, and R. E. Turner, ""Studies of Spec-

tral Discrimination,” Report No. 31650-22-T, Willow Run Laboratories of the
Institute of Science and Technology, The University of Michigan, Ann Arbor,
1971,

. R. E. Turner, Course Notes, "Advanced Infrared Technology,” The University

of Michigan Engineering Summer Conferences, Ann Arbor, 1971,

. H. Koschmieder, Y Theorie der horizontalen Sichtweite," Beitr. Phys. freien

Atm., Vol. 12, 1924, pp. 33-53, 171-181.

L. Elterman, "U.V., Visible and IR Attenuation for Altitudes to 50 km," 1968,
Report No. AFCRL- 68 0153, Air Force Cambridge Research waoratorles,
Office of Aerospace Research, Bedford, Massachusetts, 1968,

. I} Deirmendjian, Electromagnetic Scattering on Spherical Polydispersions,

American Elsevier Publishing Company, Inc., New York, 1969,

. A, L. Ivanov, Atmospheric Optics, ed. by N. B. Divari, Consultants Bureau,

KNew York, 1969.

. V. Leeman, D. Earing, R. K, Vincellt;.and $. Ladd, "The NASA Earth Resources

Spectral Information System: A Data Cotnpilation," NASA CR, 31650-24-T,
1971.

K. L. Coulson, J. V. Dave, and Z. Sekera, Tables Relating to Radiation Emero-
ing from a Planetary Atmosphere with Rayleigh Scattering, University of Call-
fornia Press, Berkeley, 1960,

. 8. Chandrasekhar, Radiative Transfer, Dover Publications, New York, 1960.
10.

G. H. Suits, "The Calculation of the Directional Reflectance of a Vegetative
Canopy," Proc. of the Seventh Symposium on Remote Sensing of Environment,
Wiilow Run Laboratories of the Institute of Science and Technology, The Uni-
versity of Michigan, Ann Arbor, 1971,

R. F. Nalepka, H. M. Horwitz, and N. 8. Thomson, "Investigations of Multi-
spectral Sensing of Crops,” Report No. 31650-30-T, Willow Run Laboratories
of the Institute of Science and Technology, The University of Michigan, Ann
Arbor, 1971.

H. Cramer, The Elements of Probability Theory, John Wiley and Sons, Inc.,
New York, 1956, Chapter 15.

D. Anding, R. Kauth, and R. Turner, "Atmospheric Effects on Infrared Multi-
spectral Sensing of Sea-Surface Temperature from Space,” Report No. 2676-
6-F, Willow Run Laboratories of the Institute of Science and Technology, The
University of Michigan, Ann Arbor, 1970,

T. W. Mullikin, "The Complete Rayleigh Scattered Field Within 2 Homogeneous
Plane-Paraliel Atmosphere,” Astrophysical J., Vol. 145, 1966.

R. Bellman and R. Kalaba, ""On the Principle of Invariant Imbedding and Propa-
gation Through Inhomogeneous Media,” Proc. Nat. Acad. Sci., Vol. 42, 1956,

- pp. 629-632.
16.

1. P. Grant and G. E, Hunt, "Discrete Space Theory of Radiative Transfer and
its Application to Problems in Planetary Atmospheres," J. of Atmos. Sei.,

Vol, 26, No. 5, 1969, p. 962,

187



17.
18,
19.
20.
21,
22,
23.
24.
25,
26.
217.

28.
29.

WILLOW RUN LABORATORIES

W. M. Porch, R. J. Charlson, and L. F. Radke, "Atmospheric Aerosol: Does a
Background Level Exist?", Sci., Vol. 170, 1971, pp. 315-317.

S. 1. Rasool and 8. H. Schreider, "Atmospheric Carbon Dioxide and Aerosols:
Effects of Large Increases in Global Climate," Sci., Vol, 173, 1971, pp. 138-
141, -

J. A. Stratton, Electromapgnetic Theory, McGraw-Hill, New York, 1941.

H. C. van de Hulst, Light Scattering by Small Particles, John Wiley and Sons,
Inc., New York, 1957,

M. Kerker, The Scattering of Light and Other Electromagnetic Radiation,
Academic Press, 1969,

K. Bullrich, Advances in Geophysics, edited byH E. Landqberg and J. van
Mieghem, Vol. 10,.1964.. - - o e -~ -

R. G. Fleagle and J. A. Businger, An Introduction to Atmospheric Physics,
Academic Press, New York, 1963,

C. E. Junge, Air Chemistry and Radioactivity, Academic Press, New York,
1963.

N. Robinson, Solar Radiation, American Elsevier Publishing Company, Inc.,
New York, 1966.

L. Larmore and F. F. Hall, Jr., "Optics for the Airborne Observer,” SPIE Journal,

“Vol. 9, No. 3, 1971, p. 87.

WwW. E. K. Middieton, Vision Through the Atmosphere, University of Toronto
Press, 1952,

J. C. Johnson, Physical Meteorology, ' “hapman -and Hall, Ltd., London, 1954.

W. A. Malila, "Multispectral Techniques for Image Enhancement and Discrim-
ination," Photogrammetric Engineering, June 1968.

188



Page intentionally left blank



Earth Resources Laberatory, GS
Missigsippi Test Facility
Day St. Louts, Mississippi 39520

ATTN: Mr. R. O. Piland, Director 3%}
U, 5. Department of Interior
Geojogical Survey

GSA Building, Roum 5213
Washington, D, €. 20242

ATTN: Mr. W. A. Fischer m

WILLOW RUN LABORATORIES

150

NASA Willops
Wallogs Station, Vieginia 23337

ATTN: Mr. James Betile (n

Purduc Universtty

Purdue tndustrial Research Park
1200 Porter

West Lafayeite, Indiana 47306

ATTN: Mr, David Landgrebe . (1}





